4612-5-1-V0L-1 ESD-TR-87-166-Y0L-1
UNCLASSIFIED F33657-02-D-0253/.li4

AD-A186 387 SOFTHARE DATA BASE DEVELOPMENT VOLUME 1(U) ANALYTIC
SC ENCES CORP REARDING WA A C NAJBER B 25 JUN o4

F/G 12/%

i V¢

B -




A
]

rerr S
Lh%4%5%%
RN, s.c\....\ P4

QAR o,

AR Y

AN

RIS AR MR PO R AKX ANARAR DR AR AR LR DR AR N A TN

FEES RN ENAIID

o e r A - - e e e s _——

M EEE

K EEF RIS

.

”

é
18
16

TINDARDS 1962 A

14

W

»
L
i MICROCOPY RESOLUTION TEST CHART ; :

= 2 )
o .
s — ) , %
— — P s -
___ _____ X f P Ty
|—— = w ] : r.. -ﬂ... A
= = e
gl
- . '\f\ P

.
i‘,.d'
J‘,‘:f
L g

...
o N
1984,

‘u;=¥.P:¢
e
Lt

o,
Kl

7
f o

%

T
“x
‘s
y

l. ﬂ

R "y~ o 1
- iy
EAIAY,
C N ”f:'.r
NN
X l'c.\ !. Y




rnt GOPY

ESD-TR-87-166 TR-4612-5-~1

0TI

t

Software Data Base Development
Volume |

ANDREW C. NAJBERG

AD-A186 587

The Analytic Sciences Corporation
One Jacob Way
Reading, Massachusetts 01867

25 June 1984

APPROVED FOR PUBLIC RELEASE: DISTRIBUTION UNLIMITED

Prepared For

ELECTRONIC SYSTEMS DIVISION

AIR FORCE SYSTEMS COMMAND

DEPUTY COMPTROLLER

HANSCOM AIR FORCE BASE, MASSACHUSETTS 01731




. van eagt c0.h Aa0 Cal ol oad nt ¢oh ak bak Pat'tal’ b’ “8al™ AUV N W RURY L2’ h $a0 Mk a8 B0 920%%,0° 00! "nra u

5
0
"
¢
LEGAL NOTICE f
'
When U.S. Government drawings, specifications or other data are used for any
purpose other than a definitely related government procurement operation, the 3

government thereby incurs no responsibility nor any obligation whatsoever; and

the fact that the government may have formulated, fuinished, or in any way sup-
plied the said drawings, specifications, or other data is not to be regarded by .
implication or otherwise as in any manner licensing the holder or any other person '

or conveying any rights or permission to manufacture, use, or sell ony potented (.
invention that may in any way be related thereto. o

-

OTHER NOTICES -

o

N

Ny

Do not return this copy. Retain or destroy. )

" THIS TECHNICAL REPORT HAS BEEN REVIEWED AND IS APPROVED FOR PUBLICATION." b
:-

"

[

W™

JOSEPH P. DEAN, Capt, USAF ELLEN M. COAKLEY ¢'
Senior Software Cost-Research Analyst Technical Director of Cost y
Directorate of Cost Comptroller .
Comptroller .
el / ] ks !

- h-

ﬁ)_’ - o

- \'

': B

FOR THE COMMANDER
>’

DAVID G. KANTER, Colonel, USAF A

Py
Se Bp v

Compgroller )
NG K |

)
¢
AN A A P '.A'.- S

iy,

o G NI R R T R R L A R LR LR o
LA N B 8 R VIR T% TH. W, N,




WY
£
Un~lassified / ; T =<
SECURITY CLASSIFICATION OF THIS PAGE i :t':'
REPORT DOCUMENTATION PAGE N
1a. REPORT SECURITY CLASSIFICATION 1b. RESTRICTIVE MARKINGS oy
Unclassified LN
22 SECURITY CLASSIFICATION AUTHORITY 3. OISTRIBUTION / AVAILABILITY OF REPORT -
Approved for Public Release; Distribution ?ki
.] 2b. DECLASSIFICATION / DOWNGRADING SCHEDULE Unlimited ::,.
g
~
4 PERFORMING ORGANIZATION REPORT NUMBER(S) 5. MONITORING ORGANIZATION REPORT NUMBER(S) ,::5"
. 24
TR-4612-5~1 ESD-TR-87-166 )
6a3. NAME OF PERFORMING ORGANIZATION 6b. OFFICE SYMBOL 7a. NAME OF MONITORING ORGANIZATION _r:{_.
e lytic Sciences Corp. (If applicable) RS
The Analy P ELECTRONIC SYSTEMS DIVISION (ACCR) o
6c. ADDRESS (City, State, and ZiP Code) 7b ADORESS (City, State, and 2IP Code) ':::.
One Jacob Way Hanscom AFB o
Reading, Massachusetts 01867 Massachusetts, 01731-5000 )
.
lJ N
8a. NAME OF FUNDING /SPONSORING 8b OFFICE SYMBOL 9 PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER ':.r:
ORGANIZATION (if applicable) PO
Deputy Comptroller SD/ACCR F33657-82~D-0253/0014 Nav
8c. ADDRESS (City, State, and ZIP Code) 10 SOURCE OF FUNDING NUMBERS \.. '
Hanscom AFB PROGRAM PROJECT TASK WORK UNIT
Massachusetts, 01731-5000 ELEMENT NO.  |NO NO ACCESSION NO R
e
- -
oy
11 TITLE (Include Security Classification) :‘:t
Software Data Base Development Volume I A
)
-
12 PERSONAL AUTHOR(S) e
Andrew C. Najheryp RIS
133 TYPE OF REPORT 13b. TIME COVERED 14. DATE OF REPORT (Year, Month, Day) ['S PAGE COUNT RS
Technical FROM 10 1984 June 25 114
16 SUPPLEMENTARY NOTATION -
o
17 COSATI CODES 18 SUBJECT TERMS (Continue on reverse if necessary and identify by block number) _—
FIELD GROUP SUB-GROUP Y
Software Data Collection A
o s
19 ABSTRACT (Continue on reverse if necessary and identify by block number) AN
This document identifies the data elements that need to be collected and metho- ST
dolopgiecs to be used when developing a Software Cost Databasec. It presents va- '_.
rious data collection formats that can be used for data collection. It 1den- }i3
tities the various DIDs that should be modified to enhance the software data {3;
oellection effort. It also maps the various data elements ftrom the data col- “~:
lection formats to several existing software models including COCOMO, PRICE-S, -::'-:.
by oand gs 11, ' AN
2R
0
o
8
o
20 DISTRIBUTION / AVAILABILITY OF ABSTRACT 21 ABSTRACTY SECURITY CLASSIFICATION b
D UNCLASSIFIEOUNUMITED ] SAME AS RPT D) oric UsErs Unclassified -.'f.\
22a NAME OF RESPONSIBLE INDIVIDUAL 22b TELEPHONE (include Area Code) |2 ¥ YMBOL RN
Joseph Dean, Captain, USAF (ALY 377-6079 %S%/A%Ci {‘.-:
DO FORM 1473, 84 manr 83 APR edition may be used until exhausted SECULKITY CLASSIFICATION OF “HIS PAGE :: -:
All other editions are obsolete cifiad : T T

L PP R S N _._-\."., .
':a.‘u\."'\."\'f;ﬁ.':s\ A A A e L aal e

G adoa s

melassified

» .

R -
ol
A R o




4.

LA NWEN X W/ L) TR A LT RTER N LT R RN X N R S RO O W S\ )
TABLE OF CONTENTS
INTRODUCTION
1.1 Purpose
1.2 General Approach

Report Organization

TA BASE REQUIREMENTS ANALYSIS

1 Existing Data Bases

.2 Software Cost Model Data Requirements

3 Software Productivity and Quality Metrics
4  Data Base Contents

2.4.1

S I

System Description and Characteristics
Development Schedule Data

Hardware Characteristics and Constraints
Development Resources and Conslraints
Software Size and Characteristics

. Resource Expenditure Data

wWork Breakdown Structure

Data Base Structure

e
o~

NN RN
S~
LSS

COLLECTION METHODOLOGY
Collection Formats
1. Software Development Project Summary Data
Computer Hardware Detail Data
CPCI Summary Data
Resource Expenditure Data
CPCI Function and Sizing Data Detail
L. Data Collection Format Instructions
Collection Approaches
Data Base Maintenance and Growth
3.3.1 Data Collection Methodology
3.3.2 Additional Data Sources

— bt et
TN~

o
w— B

ADVANCING THE STATE-OF-THE-ART OF SOFTWARE

COST ESTIMATING

H.1
h.?2

Data Base Automation
Cost Model Validation and Calibration

(apy
THSEECTLD

o, T

JERLRLREN

KA NN

O
8
m

[
' ) ] ] ] ] ]
DD N —

' ' ] ]
—~
—

IO RS IORC IO RS RS RO RS RS IS IR
'
—_——— XX T TSN~

NS —

A A A
[ B
Pl —

YA

»
»

LA P o I o
5G5S
CAPCACI T Y

Pl
AN

R

roYY

NN

)
L
.

KR AR

R R
OV

e
"

A
3 'l'}x 'Y"f;
e Y

WYX

b-ﬂ
-




-
o
-
J
3
-
-
«
-
.
-
-
’
-
»

,}'—"J’

;5 -

W

i} L]

S

' TABLE OF CONTENTS (Continued)

’. -

‘

,3 Page
4

\." -

. 4.3 ESD-Unique Model Development 4-3
o -~ 4.4 Software Sizing Methodology 44
;:: 4.5 Software Maintenance Cost Model 4-5
o

YA 5. SUMMARY AND RECOMMENDATIONS 5-1
«

: APPENDIX A SOFTWARE COST MODEL/DATA COLLECTION FORMAT

, CROSS REFERENCE TABLES A-]
[d

"

) APPENDIX B DATA COLLECTION PACKAGE B-1
-

:: REFERENCES R-1
A

-~

»

[\

L

1%

s _

4

2,

-‘b

.,

,l

P4

Fd

o

L4

J -

..l

-

i

o

C4
b v

N

CJ
\ -

EALSAANY

iv




1. INTRODUCTION

The increasing contribution of software development
and maintenance costs to the overall life-cycle cost of DoD
weapon systems has been well documented in recent years. In
particular, software life-cycle costs are predicted to be in

excess of 80% of total computer hardware/software system life

cycle cost and in excess of 50% of the total system costs by
the end of the decade (Ref. 1). This situation reflects the
decreasing costs of computer hardware and the expanded use of
embedded computers in DoD systems because of their functional
capability. Recognition of this accelerating shift of cost
drivers from hardware to software has resulted in significantly
more attention being given to methods of deriving estimates of
the resources that will be expended on the software subsystews.
Therefore, a method of estimating software cost and schedule

requirements with a reasonable contidence level 1s required to

enhance existing management tools,
There currently exist several software cost estimat-
ing systems and models which have gained some degree of accep-

tance within the software cost estimating community. The most

commonly used of these are SLIM (Ref. 2), JS-1 (Ref. 3)., PRICE-S

(Ret. 4), and COCOMO (Ref. 5). However, before any of these
models can be used to develop a software cost estimate, they
should be validated for use for a particular class of applica-~
tions. Moreover, if validated, these models must then be cal-

ibrated for a particular development environment. A data base

which is representative of Alr Force Electronic Systews Division

(EsSD) software development is necessary to make these models

useful.
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An alternative to the use of the existing software

- cost models is the development of a unique model which is spe-
cifically tailored to the ESD development environment and pro-
duct characteristics. This approach can overcome several

shortcomings of the existing models, in particular, the lack

of a:

® Valid method for estimating the cost of
- software modification or maintenance

- ° Valid technique for timephasing manpower
- - requirements when resource constraints
. exist

° Statistical basis for establishing confi-
dence intervals for an estimate

- ° Capability to estimate software size.
Development of this unique model requires a comprehensive data
- base which contains software characteristics and parameters
for development projects that reflect the development environ-
- ment and applications of ESD.

1.1 PURPOSE

The main objective of this effort is to develop a

software cost data base which can support the cost estimat-

ing process. The ability to use the data base for validation
and calibration of the COCOMO, SLIM, J5-1, and PRICE-S soft-
- ware cost models is a major consideration. Since the state-
of-the-art of software cost estimating is advancing, the data
- base must also be flexible enough to be used for model devel-
opment or enhancement. Finally, the data base should support
development of software sizing tools because size Is the key

input to most software models. Figure 1.1-1 depicts a multi-

purpose software cost data base. |
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Figure 1.1-1 Software Cost Data Base lmplementation

In addition to defining a software cost data base,
this effort includes the¢ design of data collection formats,
the development and implementat:on of an approach for the ini-
tial data collection, and the estat::~hment of a methodology
for maintenance and growth of the data o se in the future.
Recommendations for future uses of the data base and approaches
for advancing the state-of-the-art of software cost estimation

are also part of this effort,

1.2 GENERAL APPROACH

The data base design is the result of discussions
with government and industry personnel involved in the soft-
ware development process as either software engineers, cost
estimators or data base developers. 1t was further refined by
using information from surveys of reports on previous data

collection and data base development efforts, by review of the
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user documentation for numerous software cost estimating models,
b - and by analysis of prior software productivity, quality and
¢ reliability metrics research.

A standard software work breakdown structure (WBS)
was defined and is used for the data base structure. The
selected structure is based on an analysis of historical WBSs
used at ESD, other structures proposed by industry and a com-
parison with WBS practices for hardware.

- Based on the results of this research, data collec-
tion formats were then developed and distributed to potential
_ participants. Analysis of the feedback from the participants
and the completed data collection formats were used to refine

the data collection package.

Finally, the software cost estimation requirements of
ESD were analyzed to determine what enhancements were needed to .

improve the current capability.

- 1.3 REPORT CRGANIZATION

This report consists of two volumes: Volume 1 - a
report on the data base designs and data collection methodology;
Volume 11 - a compilation of the data collected. The following

describes the contents of Volume 1.

Chapter 2 of this report details the research performed
to determine the data base contents and describes the elements
that are included, as well as the structure of the data base.

In Chapter 3 the development and implementation of the data col-

- lection formats and methodology are discussed and evaluated;
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recommendations for growth of the data base are also made. Chap- a
ter 4 details future efforts that should be undertaken to con- ﬁa
tinue improving the state-of-the-art of software cost estimation. &:
. . b3
A summary of the study results and recommendations is presented E?
- in Chapter 5. Appendix A contains cross reference tables be- 3
tween the cost model input parameters and data collection formats. 63
The final version of the data collection package is contained 1;
in Appendix B. lﬁ?
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2. DATA BASE REQUIREMENTS ANALYSIS 04
{.I 'y
h s
Vot
* C
The software development process represents the com- -3
plex interaction of requirements and resources to produce a -3
software product. Figure 2-1 depicts some of the major cate- -
gories of factors which affect the outcome of this process.
The software data base must contain the data elements neces- ot
oo
sary to measure and evaluate the impact of these factors. -ii
7
The contents and structure of the data base were deter- s
| mined through an analysis of the data reporting practices used jii
e
and the data bases maintained by organizations within government o
and industry. Of particular interest were those software data ﬁ:'
[ bases whose objective was to support cost estimating or to -
’\"! N1
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Figure 2-1 Factors Affecting Software Cost




evaluate software productivity. Likewise, the data require-
ments for use and calibration of the major software cost models
in use today were reviewed. Finally, additional research was
performed in the area of software productivity and quality
metrics to evaluate alternatives to the current methods of

software cost estimation.

EXISTING DATA BASES

Currently, software data bases fall into two cate-
gories: those that contain summary data at the system level
and those that contain detail data at the lowest level to which
software can be logically subdivided. To a great extent the
amount of detail is determined not by the requirements of the
data base developer, but by the availability of the data. The
most detailed data bases exist within the development organi-
zations which have a direct influence on the type of data col-
lected for the day-to-day management of a development effort.
Therefore, government software development organizations, such
as the NASA Software Engineering Laboratory, and defense con-
tractors historically have the best data available. On the
other hand, data availability at government program offices is
limited by the existing data items used for reporting software

technical and resource utilization data.

Over the past few years the Data and Analysis Center
for Software (DACS), the National Security Agency (NSA), and
ESD, among others, have endeavored to develop new data items
and reporting methods to obtain software data with sufficient
detail to support the cost estimating process and to develop

better estimating tools. The ESD efforts have resulted in the

development of the Software Acquisition Resource Expenditure

(SARE) Data Collection Methodology, which was completed in
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December 1983 (Ref. 6). Both DACS and NSA are evaluating SARE
to determine its applicability to their data needs.

In order to capitalize on the effort expended in the
development of SARE, this project used SARE as the starting
point for the data base requirements analysis. Additions have
been made to the specific elements collected to provide infor-
mation for definitive classification of the system and its
Computer Program Configuration Items (CPCls) and to provide
cross checks for other data entries. On the other hand, some
of the detail required by SARE has been eliminated because 1t
is not practical to collect. For example, no data are collected
at the Computer Program Component level with the exception of
function and sizing data if that is the lowest level at which
these data are available. Additionally, parameters which cannot
be reasonably determined outside of the development organization

at the time when an estimate is being prepared were also deleted.

2.2 SOFTWARE COST MODEL DATA REQUIREMENTS

A thorough review of the documentation for the major
software cost models in use today (Refs. 2 through 5 and 7/
through 14) resulted in the tabulation of the common elements
among them. Appendix A contains cross reference tables showing
the relationship between the data requirements for the COCOMO,
JS-1, SLIM, and PRICE-S models and the data items on the data
collection formats. For those items which were subjective in
nature, the guidelines for making the value judgement were
reviewed to identify any objective factors or characteristics
that could be used to make the proper determination. This was
not feasible in all cases, e.g., the complexity factor used by
COCOMO has extensive guidelines which would require an inordi-

nate number of numerical statistics to replace the subjective
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determination which would be made by a software engineer famil-

1ar with the project. Whenever there was an overlap among the
models, data representing the lowest common denominator and

with the greatest level of granularity were included in the
data base.

In areas where ambiguity may exist even with exten-
sive data entry guidelines, data elements on which the ambig-
uous parameter would be based were also included in the data
base to provide consistency checks. For example, an assessment
of the CPU memory constraint as a percent utilization of the
total available memory does not necessarily indicate a true
memory constraint. Therefore, information about the expansion
capability of the target computer and the reserve memory re-

quirements is also included.

2.3 SOFTWARE PRODUCTIVITY AND QUALITY METRICS

The use of lines of code as a measurement of software
productivity yields a wide range of results depending on the
project. Although alternatives to lines of code have been
proposed over the years, it appears that lines of code will
remain the standard for cost estimation purposes. Many of the
alternative approaches (Refs. 15 through 24) require the meas-
urement of parameters that can only be determined after the
completion of the software development effort, such as weighted
statement count and process (a measure of the number of data
items and paths in a program). Still others are highly cor-
related to lines of code, for example, number of modules. In
gencral, the research performed on software productivity meas-
urement indicates that, for cost estimation, lines of code is
the most promising metric when used in combination with quali-

tative information.

2-4
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Therefore, when lines of delivered source code are
used as the primary metric, the variation in productivity from
one project to another must be accounted for by qualifying the
amount of code written using additional productivity metrics
and by the addition of quality metrics. Many productivity
metrics are nonquantitative, such as functions performed, devel-
opment constraints, and personnel quality. These can be used
strictly as qualitative metrics for categorization of develop-
ment projects into homogeneous groupings. Alternatively, they
can be quantified using a relative scale, as has been done in
the COCOMO and JS-1 models, with detailed qualitative guide-
lines for selecting a numeric value. The same factors apply
to quality metrics, such as reliability, maintainability, or

completeness.

Both approaches are valid and should be used in con-
junction with one another. To the extent that a sufficiently
large data base exists, the available estimation models should
be calibrated using the most narrowly defined grouping of proj-
ects possible. The development of new models should also be
based on the most homogeneous grouping of projects that can be
selected through the use of productivity and quality metrics
and still contain sufficient data points to be statistically

valid.
This data base is designed to include the metrics

themselves, based on a definitive set of guidelines, or the

lower level data elements required to derive the metrics.

2.4 DATA BASE CONTENTS

The data base can be logically divided into six dis-

tinct categories:
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° System description and characteristics
'Y Development schedule data
3 e Hardware characteristics and constraints
e Development resources and constraints
o Software size and characteristics

° Resource expenditure data.

The data within each of these categories consist of the ele-
ments required to classify the system, to define the develop-
ment environment, and to derive the software development cost

drivers and input parameters for software cost and sizing models.

2.4.]1 System Description and Characteristics

A key element of any data base design is the develop-
ment of a classification scheme that can be used to group data
. for analysis and for data retrieval. The development of a
. comprehensive list of keywords based on the descriptions of a
weapon system at the total system level is essential for match-
ing a new system against those historical data which are most

appropriate for model calibration. By extending this technique

» a8 €85 F

_ to the software segment of the system, to the CPCI level, and
on down to the module level, a more restrictive selection can
be made as the new system is defined in greater detail. Fig-

ure 2.4-1 shows the elements used for this progressive classifi-

200 1 »

cation of a system.

Descriptive data defining the mission of the system. .

TGN

the hardware interfaces, the functions performed by the system
v as a whole and by the lower level components of the system are
included in this data base so that keywords for data retrieval

. and classification can be developed. As the number of projects
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SOFTWARE DEVELOPMENT PROJECT

e MISSION DESCRIPTION e  HARDWARE INTERFACES

e  SYSTEM FUNCTIONS e  SOFTWARE FUNCTIONS

e TARGET COMPUTER CHARACTERISTICS

N

COMPUTER PROGRAM CONFIGURATION ITEM

° FUNCTIONAL DESCRIPTION . DEVELOPMENT PERSONNEL QUALITY

° SIZE PROFILE BY OPERATION o OPERATIONAL RESPONSE REQUIREMENT
) SOURCE STATEMENT TYPE MIX . DISPLAY REQUIREMENT

) PROGRAMMING LANGUAGE ) TARGET COMPUTER CHARACTERISTICS

4

MODULE OR UNIT

] FUNCTIONAL CATEGORY * PROGRAMMING LANGUAGE

Figure 2.4-1 Software Classification Hierarchy

documented in the data base increases, some of the other data
categories, such as hardware constraints, can also be used to
further restrict data selection or to provide a more homo-

geneous grouping.
2.4.2 Development Schedule Data

Schedule data are collected by major development mile-

stone at the system level and for each (PCT in the svstem.
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These milestones define the schedule to a level of detail suf-
ficient to segment the effort into the major phases of the
software life cycle, from project start to the start of the
maintenance phase. These data, in conjunction with the monthly
resource expenditure data, are used to determine the relative
effort expended for each phase of the development. Both the
original schedule dates, as well as the actual or estimated
milestone completion dates, are included so that an assessment
can be made of the degree of schedule acceleration. A subjec-
tive rating of the perceived schedule acceleration or stretchout

is also included to determine its impact on the development.

2.4.3 Hardware Characteristics and Constraints

Information about the target computer 1s necessary to
determine the timing and sizing constraints under which the
software is being developed. Central processing unit (CPU)
memory and timing utilization data are specified with supple-
mental information indicating the use of extraordinary meas-
ures to reduce size and the amount of software which is time
constrained. Additional data about the expansion capability
of the hardware, the reserve memory and time requirements are
also included to determine whether the constraints indicated

are real or perceived.

To allow for the grouping of software developments by
class of target computer, especially for standard architectures,
the computer used is specifically identified and the maturity

of the hardware and the virtual machine is assessed. Instances

ot concurrent hardware and software development are indicated.




)

2.4.4 Development Resources and Constraints

There is a general consensus that the development en-
vironment and personnel factors are major contributors to the
variation in productivity among software developments. This
data base is designed to characterize the major components of

the development environment which impact software cost.

The tools and methods available within the develop-

ment organization are identified at the system level and their

usage 1s rated for each CPCI. The characteristics of the devel-

opment computer are compared with those of the target computer.
Since access to the computer resource has a direct impact on
productivity, the availability of the computer, as well as the

access mode and computer location, are specified.

In the area of hardware cost estimation, it has been
accepted practice to apply an improvement curve to the produc-
tion of multiple units of an item. Although a direct analogy
cannot be made for applying an improvement curve to software
development, the experience of the development personnel in
the weapon system application and with the development tools
and techniques used will impact the overall productivity on a
project. While software developers are involved in the famil-
larization process with the development environment, the design
and code produced are often less than optimal and result in
increased failure rates and redesign effort. Therefore, infor-
mation about the experience of the personnel assigned at the

start of the project is captured in the data base.

In addition to the effects of personnel quality on
the costs of a project, the availability of personnel will

likewise affect the schedule and manloading protiles for a

project.  Although these data are not a direct input into any
2-9
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of the models, they can be used to analyze calibration results,
Lo in particular for SLIM which uses project duration, as well as
1? development manpower, in the calibration process with the
0 . . . .
o - assumption that manloading is unconstrained.
"4
. - . . .
N 2.4.5 Software Size and Characteristics
~ -
N
5 The type of software size data included in the data
- base is driven by two requirements:
¥
'I
», .
o ° The need tor size data at the CPCIl level
. with allocations to various functional
. characteristics, processing modes, and
- languages to support the specific re-
N quirements of several cost models
N ° The need for size decomposition to the
X lowest level available with functional
- categorization and language identifica-
tion to support sizing by analogy
SO requirements.
rd
2,
.( . . .
< - The model-specific allocation data at the CPCl level, such as
source statement mix, can dlso be used to group CPCls 1nto
Cal . . .
.- homogeneous groupings for wmodel calibration and model develop-
L~ ment research. The lower level ot tunctional detail provides
g data for in-depth analysis of variations in productivity or
calibration results among a group of programs that appedr to
g be homogeneous at the CPCL level.
B -
~ . v . :
= [o further clarify the magnitude ot the development
- task, additional data about the amount of rceuseable or modified
. . . r - . .
. code 1s required. I'his element will be particularly useful
N - for evaluating the impact that Ada will have in this drea.
.
_ 4.6 Resource Expenditure Data ‘
.‘ - —_— - - - - |
Ca
Cd
. Ordinarily, cost data are obtained 1n terms of dollars.
L - . .
¢ However, there are many problems inherent in that approach.
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First of all, the data must be normalized to a common base

vear to eliminate the distortion which is caused by iaflation
and to make data from different time frames comparable. Next,
the effects of different labor rates due to the geographic
locations ot the developers must be accounted for in the data.
Finally, the data must be normalized for the impact of differ-
ent overhead rates and charging practices for other direct
costs. This normalization process is very intricate and would
require the collection of additional data elements, such as
labor and overhead rates. in manv instances, these data are
proprietary to a particular company and ditficult to obtain

because they dare competitive sensitive

Most data normalization problems are avoided when the
cost data are collected in terms of manpower.,  The only adjust-
ment required in this case 1s the conversion of the data to a
common unit of manpower measurement, such as manmonths composed
ot a specific number ot wmanhours. The labor content ot the
manpower 1s evaluated to insure that the data tor all projects
represent the same types of activities, for example, designers

and programmers, but not clerical support.

The ESD data base design requires that resource utaili-

zation data be expressed in equivalent manmonths (176 hours) and

timephased 1o terms of months after contract award or project
wtart. The data are timephased so that they can be used to

e aluate the RKavleigh curve Cimephasing used by SLIM and Js-1]

and the resource aillocation by phase method in COCOMO.  They can

also be used to select an appropriate method from the chorces

ottered o on PRICE-3.
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2.5 WORK BREAKDOWN STRUCTURE

Since the work breakdown structure (WBS) is the schene
generally used for organizing cost data and for reporting cost
performance on DoD programs, the WBS methodology has been se-
lected as the structure for organizing the software cost data
base. This decision required the development of a standard
software work breakdown structure for integration into a project
WBS defined in accordance with MIL-STD-881A (Ref. 25). In order
to facilitate comparison of projects at the lower levels of de-
tail, ESD must adopt a standard WBS with detailed definitions
comparable to those in MIL-STD-881A. Ideally, this standard

would be accepted by the other DoD software developers.

The WBS definition began with a review of the WBSs in
use for cost performance data reporting at ESD. The analysis
encompassed all active ESD programs, as well as projects com-
pleted within the last ten years. In general, older projects
did not use a detailed WBS for software and in many cases the
software effort was located below the reporting level. Over
the vears, the level of software detall reported has been in-
creasing in parallel with the growth in the importance of soft-
ware for ESD systems. The majority of projects now obtain

cost data at the CPCl level.

The results of the above review were then compared

with ceverdal proposed sottware work breakdown structures (Rets. 6
26, 27, 28). In contrast to the product-oriented structure

identified in MIL-STD-8X1A, many ot the proposed approaches

have either an accounting or a functional orientation.  However,

these other approaches are not incompatible with a product-

oriented WBS, since the functional and accounting shredouts

can be made within a product-oriented WBS below the lowest '

product level of anterest.  For software developments the CPCI

2-12
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level defines a natural subdivision of the product and is the

level most commonly used for cost estimating. Breakouts below

this level are either artificial, such as the CPC, or are at
too great a level of detail for cost effective data collection,
such as the module. Therefore, the CPCl has been selected as
the key element to be included in the software work breakdown
structure. Extension of the WBS below this level will be left

to the discretion of the developer.

Above the CPCI level, a software effort can be log-
ically subdivided at the system level into one or more sub-
systems. Each subsystem can then be divided into one or more
CPCls. Although a software subsystem is a logical and not a
physical entity, it is still analogous to a hardware subsystem
and should be treated in the same manner. The recommended WBS
shown in Table 2.5-1 is an enhancement of a MIL-STD-881A WBS
with software subsystems in parallel with hardware subsystems
at level three. Support software is treated as a separate soft-
ware subsystem. Ea h software subsystem is extended to level
tour into a breakout of the subsystem design activity, the

subsystem integration, and the CPCls of which it is composed.

B
-. "

This WBS is based on an alternative presented in SARE. The

v~
s
y

[s

other alternatives in SARE were rejected because they do not

\,’1"
.:'- 5 %

cover any situations that cannot be handled within the recom-

-
%

'l

mended approach and could result in confusion and inconsistent

A

.
’
L

application.

Yo,
"
.c

v

During the data collection effort the recommended WBS

'.' .l .’
.

wdas discussed with several defense contractors and the general

"N
“"ﬁ
o8

redaction was tavorable. The recommended WBS was similar to

o
»

L% ]
.,l

those being adopted by these contractors for their internal

o
AR

management requirements. These contractors also stressed the

need for standardization.
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e TABLE 2.5-1

- DEFENSE SYSTEM WORK BREAKDOWN STRUCTURE

]

"

o Level 1 Level 2 Level 3 Level 4

* -
1Y -

Defense System

. Prime Mission Equipment

- Integration and Assembly
o Hardware Subsystem or End Item 1
2 _

A Hardware Subsystem or End Item n

. *Software Subsystem 1
Ol Subsystem Analysis & Design
- Subsystem Integration & Test
N Computer Program Configuration Item 1
-’ - ind

" _

f -

& Computer Program Configuration Item n
. -

L4

> *Software Subsystem n

\ “Support Software

4 Computer Program Configuration Item 1
% _ éomputer Program Configuration Item n
\ Training

2 Equipment

: Services

o B Facilities

G Peculiar Support Equipment

: Organizational

~ Intermediate

1 Depot

* System Test & Evaluation

_ Development Test & Evaluation

- Operational Test & Evaluation

’ Mockups

" Test & Evaluation Support

: Test Facilities

d System/Program Management

Systems Engineering

L. - Project Management

»

o “Replaces Computer Program at Level 3 from MIL-STD-881A

"’
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TABLE 2.5-1 e
DEFENSE SYSTEM WORK BREAKDOWN STRUCTURE (Continued) o
Level 1 Level 2 Level 3 Level & ?ﬁ
) — ey
Data S?
Technical Publications ~:;
i Engineering Data e
Management Data AC
Support Data A
Data Depository o
Operational/Site Activation A
Contractor Technical Support é]:
Site
Construction M:A
Site/Ship/Vehicle Conversion Yy
| System Assembly Installation & }:
Checkout on Site .
Common Support Equipment «}f
Organizational N
- Intermediate NEA
Depot Q;
Industrial Facilities =79
| Construction/Conversion/Expansion ::i
Equipment Acquisition or Modernization -~
Maintenaace N
Initial Spares & Initial Repair Parts . -

- 2.6 DATA BASE STRUCTURE

('i"
~3

The data base is organized using the recommended WBS. ol

At level one, the defense system, data describing the system o
mission, major functions, hardware interfaces, development ‘
Logli 4

tools and methodologies., system level documentation page counts, e
and change history arce collected. Additional data describing R
product characteristics, the development environment, and devel- -;
WY

opment resources are collected at the CPClI level tor those -
fé’h
PR . . - - . A v
clements that are different for each CPCl.  Schedule and tarl- e
Sy

ure data are also collected at this level. -
LY

VA

e
Sizing and functional data are collected, at a minimun, [ ]

7

BTN . . ’

to the CPCI level for cost estimation and down to the lowest &
\I

level available for size estimation. Kesource expenditure E}
b
N

) _ L
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data are collected for every element of the WBS that applies

to software only. For projects that are entirely software,

cost data are collected for all elements of the WBS.

During thr data retrieval process, analogies are pro-
gressively developed starting at the defense system level to
select homogeneous projects for further analysis, continuing
at the CPCI level to select CPCls for software cost model vali-
dation/calibration or development, and at the module level for
sottware sizing. Depending on the size of the data base and
the sample size requirements for a statistically valid analysis,
restrictive criteria are selected from the characteristics and
functions at the appropriate level to select a homogeneous

subset of the data base.
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3. DATA COLLECTION METHODOLOGY

The establishment of a data base from the design de-
scribed in Chapter 2 required the development of data collec-
tion formats and a data collection methodology. The approach
taken also provides for use of the formats for future data

collection to maintain the data base and for data collection

for cost estimating model input. Appendix A contains tables
which cross-reference the COCOMO, SLIM, PRICE-S, and JS-1 cost
model input parameters to the data collection formats. In

addition to detailing the methodology developed for the initial
collection, this chapter also proposes approaches for data

base maintenance and growth.

3.1 COLLECTION FORMATS

The data collection formats were developed using the
Mitre SARE (Ref. 6) formats as a strawman. Formats developed
by DACS, NSA, NASA-SEL, and the Aerospace Corporation were also
evaluated and the best elements were selected from each of the
different approaches. Other elements represent new designs to
enhance clarity and useablity or to add unique data items.
Four separate formats were originally developed to allow for

the different software decomposition levels at which data items

would be collected. As a result of this initial 'data collec-
tion effort, a fifth format was developed to separately collect
hardware data. The data collection package also includes a
comprehensive set of instructions. Figure 3.1-1 summarizes

the contents of each element of the data collection package.
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SOFTWARE DEVELOPMENT “oea
PROJECT SUMMARY DATA

® DESCRIPTION

© DEVELOPMENY METHODS

& DEVELOPMENT TOOLS
® SCHEDULE

® DOCUMENTATION

® CHANGE HISTORY

DEVELOPMENT AND
TARGET COMPUTER DATA

® DESCRIPTION

® MEMORY UTILIZATION

@ TIMING UTILIZATION

@ DEVELOPMENT LOCATIONS
® RESOURCE CONSTRAINTS

CPCi
SUMMARY DATA

® DESCRIPTION
® SCHEDULE
® PERSONNEL
QUALITY
® SIzE RESOURCE
® CHARACTERISTICS | EXPENDITURE DATA
® DOCUMENTATION ® PROJECT NAME

® FAILURE WISTORY @ LATESYT MONTH OF
ACTUAL DATA

® MANPOWER METRIC
® WBS ELEMENTS
® MONTHLY

DATA COLLECTION
FORMATY INSTRUCTIONS

® ITEM BY ITEM
WSTRUCTIONS

® DETAIL GUIDELINES
® COMPLEXITY TABLE

CPCI FUNCTION AND

® GLOSSARY
® RECOMMENDED was
® FUNCTION TASLE

EXPENDITURE DATA

SIZING DATA
® LINES OF CODE
& WORDS OF MEMORY

® PRAOGRAMMING
LANGUAGE

o FUNCTION
® NOVELTY

Figure 3.1-1 Data Collection Package

3.1.1 Software Development Project Summary Data

This format (Figure 3.1-2) is designed to collect data
at the top level of the WBS, the defense system. It includes
descriptions of the mission of the system as a whole, specifi-
cation of the hardware interfaces required, identification of
the system functions and the allocation of those functions to
the software elements of the system. These data are used for

classification of the system so that it can be grouped with sim-

ilar systems for analysis and for wmodel validation or calibration.

The format also contains a checklist of commonly used
software development tools and techniques. These checklists
are used in conjunction with data elements on the CPCI Summary
Data format to develop inputs for several cost models requiring

an assessment of the development environment. A schedule at
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Peoject Name

Deveiopmant Comtractor/Or.

SOFTVARE DEVELOPMENT PROJECT SUMMARY DATA

Date

®158ti08

Project Desceiption

3 | Missa0n Descriptioa

-

2 Ma)jor Mardwace loterfaces

3 Major Svetrm Fuact,oms

) o "ajor Software Functions

35 Number of CPC.s
1 6 (PCI wames

Y Systes Lser
Deveiopment {(obtraclor 1Y
Depsrwsent ol Detense _ 0t
Deveicpmen: Sethodologies Lsed

v | Specitication

her (ommercial Company

betr Government Ageacy

Funct oo Procedurai taglion Other
« i Deosgo

Top Dowvo _ Bottam Up Iterative Lahsacewsat

Wardest First Noae Otber .
~ | Deveiopment

Top Down Bottom Up lterative Enbancemeot

Hsrdest first __ wone Other
* & Coding

Simuistiog voostruct Structured (ode %oae

Utner

Deveioparst Scbeduie

Project Mileatone

Atrus Estimates

Date Date Date

Jontreri Awerd
Sveten Reguirrerotls Review
Svetem Desigs Review
Freiiminary Desige Review
cevtical Lesign Review
Preiimiosry yusiificstion Test
Forms, Qualiticotions Tent

Stact CPC! lategration lato Svsiem

-ompiete CPC] integratiae 1nto Svstes

Start Development Test & Lvelustios

~owpiete Development Test & Eveluatioe

Start initsa; Uperstsona; Test & Evay

.OmG. ¥le iDILia: Uperstions. lTest &
fuoci ione. .onliguralion Audit
Phveice, lontiguration Audit

Formai yusiification Keview

Svetem Del.very

UGt wenLator

.omputer Program eve.uoment Puer

Sverem Trer Plian
viner
‘there

ther

Iner

Evs.

&3 Testing
Top Dowmistude) __

Specification Drives _

Nooe __ Other

Bottom Upidrivers) _

Structure Drives

4 6 Velidauy

/Veerficationilospection)

Peer Review _ walix Tbroug Proof
Neme _ Other
<« 7 Formaiivme
Progeoss Desigs LaaguageiSpecily)
KIPO Charts Flowcasrts Chepio Chertw __ WOS _
Other

$ Soltware Developwest Tools Used
Assemdler
Basic Moustor
Higher Ovder Language
Compiler
Basic Source Editor
Besic Lidbesry Ards
Resj-time or T.swsbariog
Opereting System
ioteractive Debug Ards _
latersctive Source Yditor
Databsse Design Asd
Pertormance Messurewent
And Aoeiveis Aids
Set-Lee Stetic Amslvier
8

File "e

sc Texc CLditoe & Yan

Documentation System _
Requirements Specification
Laaguage s0d Acsivrer

fault Report System
instruction Set Simuiatory
Dats Latry Control Tools
Conversion Aids

Uther

Basic Lisser __
Batch Debug A1ds
fAscro Assswmbier

Sumpie Overlsy Lioser __

¢ lsdepsndant Moaitor
Basic Dats Base Asds _
Eatended Overlay Lioker _
Datal

L] ewent Svstew _

Sumple Programeing Support Lidrery
Viftusl Memory Op

Simple Progrem Desiga laogquage
Progremming Support Library w.ib

Ban,c Copfiguration Managemen: A,ds

loatre. fiow Static Ass.vrer

Progrem Flow ana Teot (ave Ansivie:

Full Programming Suppar: Library
Project Control System
Extended Design Toois __
Automated verilication Svsteem
Crosscompiiers
Oivsplay Formatters
Lomsusic<ations Procesmiag Tools
Structured Language Yoo,

Jtder

ating Syetem

Otaec

Jther

4 Soltwere (haage Miotory

¢ of (heages
Approved

OQevelopmest Phese

{haage - -

Chsage *--

Lot g DSLOC Eat J “sopower

Prelisisary Desige
(Coatrect Award to PDR

Detaiied Desigo

POR to CDM:
Code & Debug

(CD® co Test & lmteg Start)

Test & intagratioo

(Test & luteg Stert o FQT)
Systew Test/10C

(FQT to Comtrsct lnd)
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the total project level is included to faciiitate allocation

of resource expenditure data to the different phases of the

software development process.

System level documentation page counts are requested
as a prospective variable for use in estimating documentation
cost and for measuring software maintainability. A software
change history is also included for an evaluation of software

requirements volatility and its impact on software cost.

A copy of this format 1is prepared for each project
and 1s used both for additions to the data base and to collect
cost model input parameters for an estimate. It can also be

used to collect data for analogy selection at the project level.

3.1.2 Computer Hardware Detail Data

This format (Figure 3.1-3) is designed to collect data
about the target computer on which the software prodact will
operate and about the computer on which the software is being
developed. The constraints of the target computer are identi-
fied to define the operational environment for the software.
The memory and time utilization by the software is specified,
along with reserve requirements and expansion capability, so
that an assessment can be made of constraints on the develop-
ment process caused by these operational requirements.  The
development computer characteristics and 1ts eftectiveness as

a4 resource are likewise addressed.

This format is prepared for cach target computer in
the system and its related development computer. 1t 1s used
for additions to the data base and for collection of cost model

INputl pAarameters.
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Figure 3.1-3 Development and Target Computer Data Form RO
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3.1.3 CPCI Summary Data N
T T T T T ‘.\.

o

This format (Figure 3.1-4) is designed to collect data 4

g

a4t the CPCI level. The data required at this level are deter- ;:
L)

mined primarily by the input parameters of the COCOMO, SLIM, g_ﬁ.:

N
PRICE-S, and JS-1 coust models. s
The format begins with the name ot the CPCL and 4 oy
narrat ive description which can be used tor analogy selection \
‘ RN : . o SN

and howmogeneous grouping of CPCls. Next, the experience of A
. . ..

the development personnel relative to the development envivon-
. . . ‘-’.I
ment and the software application, as well as the quality of N
o

. L

the personnel, is assessed, oI
SO

.
®

. s

The balance of the lormat is concerned with the charac-
teristics and size ot the sottware.  As required by several of :
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: Figure 3.1-4 Computer Program Contiguration
. [tem Summary Data Form
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the cost models, the software size is allocated to ditferent
functional operations, source statement mixes, programming
languages, and operational modes. These size profiles can also
be used for developing analogies. Several software quality
measures required by the models are included. Additionally, two

prospective measures of software quality, that is, documentation

page count and “ailure history, are collected for future rescarch.

This format 1s pronared for each CPCI in the system and
can be used for additions to the data base or to collect cost
mode] 1nput parameters.

3.1.4 Resource Expenditure Data

This format (Figure 3.1-5) is designed to collect data
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Figure 3.1-5 Resource Experditure Data Form
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element or other aggregation ot data. For this initial data
collection effort, it allows the data provider to supply infor-
mation to the lowest level of detail that is available. Aggre-
gation of the data to appropriate levels for inclusion in the
data base was performed after the receipt of the formats. If
this format is used for collection of data on future efforts,
the WBS items to be included can be specifically i1dentified as

4 requirement.

The format is structured teoe collect data by month

relative to the contract award or project start date. For

ongolng projects, the last month for which actual data are avail-

able 1s indicated; estimated data are used for the balance of

the development project. In order to minimize the data conver-
sion required on the part of the format preparer, manpower data
can be included in any units as long as the basis for the units
is identified, for example, manmonths representing 152 manhours

ot effort.

L. “nrmat Is used for adding projects to the data
base and up to five wrLl ¢lements with 60 months of data can be
entered on each form. 1t does .+-¢ ~nntain any entries required
tor cost model inputs; however, it . "ikely be useful for

updating cost estimates for ongoling projec.

[

1.5 CPCL Function and Sizing Data Detail

This format (Figure 3.1-6) is designed to collect soft
ware size and functional data to the lowest level of detail
available. It constitutes a decomposition of a CPCl down to th
module level. The function definition is selected from a table
of electronics systems software functions contained in the in-
structions. Since this table is not all-inclusive, the format

preparer can specify a unique function category for an element.
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Figure 3.1-6 Computer Program Configuration ltem Function
and Sizing Data Detail Form

Each module is characterized according to its depree

of novelty to clarify the wmagnitude of the development task:

o Reused Code - little or no modification
o Reused Code - extensive modification
® New Code.

To increase the flexibility of the data base, sizing

data are collected in two ways:

° Lines of source code, excluding comments

° Words of CPU memory occupied.




Size Information is requested In lines of source code because

4
.
¥
]
d
N
X
i
.

that is the measure currently used by most models. Words of
memory occupied are also requested so that object i1nstructions
can be estimated, since most sizing analyses performed during
system development are done in memory words. Moreover, PRICE-S
requires size data as executable machine instructions, which
can be more accurately derived from the memory word count than
from lines of source code. The language in which each subele-

ment 1s programmed is also identified on this format.

This format is prepared for each CPCl and documents
each subelement into which the CPCl is decomposed. The primary
purpose of these data are for use In software sizing models.
They can also be used to cross-check the size distributions on
the CPCI Summary Format and to evaluate the memory utilization

efficiency of different languages.

3.1.6 Data Collection Format Instructions

The data collection format instructions begin with a
description of the objective of the data collection effort and
the ftive data collection formats. A separate section of in-
structions ftor each format follows with jtem-by-item instruc-
tions. Detinitions of specific data items are part of the
item instruction, if appropriate.  Subjective items 1nclude a
detatied set of guildelines drawn from cost model 1nstructions

to tacrilitate consistent evaluations across a4 range of projects.

A glossary detines any software engineering terms used

in the instructions, das well as software development milestones

and reviews.  This plossary was developed using the draft MIL-

STH-SDS (Ret. 29) as the primary source of definitions; this

’
:

q
o
]

glossary should be revised to reflect the tinal version of the

standard when 1t 15 1ssued. Additional 1lems were taken from
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Refs. 25 and 30 through 33. Finally, Refs. 2, 3, 4 and 5 were

used for model specific definitions.

The instruction package also contains a table of stan-
dard software function categories, developed under the SARE
eftort, to be used in completing the CPCI Function and Sizing
Detail Format and the recommended work breakdown structure to

be used for the Resource Expenditure Form.

Although the instruction package is sizable, it is the

minimum required to insure consistent interpretation of the data

requirements. It e€liminates much of the additional explanation

that is given verbally when detailed instructions are not avail-
able in writing. The initial feedback from industry has been
that the package is quite clear and well-conceived. Residual
questions from participants in the data collection have been

relatively few.

3.2 COLLECTION APPROACHES

Three different approaches were selected for the initial

data collection:

° Method 1 -- Data collection forms com-

pleted by defense contractor

] Method 2 -- Data forms completed by pro-

gram office
° Mcethod 3 -- Data forms completed by TASC

analyst using program office documentation.,

The relative etficiency of these approaches was evaluated when

the data collection formats were completed.
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Method 1 depends on the willingness of companies to
divulge proprietary data about Government software projects to
a third party. On this project, cooperation of the defense
industry was obtained through the use of previously established
professional contacts. Because of TASC's corporate policy of
not contracting with defense contractors, the participants had
no concerns about a possible conflict of interest. Typically,
after the initial contact was established and a commitment to
furnish data secured, constant follow-up activity was required
to ensure success. This follow-up activity included a visit to
the contractor facility to gather fecedback about the data col-
lection formats, to identify areas of ambiguity, and to evaluate
the quality of the data furnished. Each participant was offered
an aggregated, non-attributable tabulation of the data furnished

by all of the participants for use in evaluating his own data.

Method 2 is dependent on establishing contact in the
program office with an appropriate individual familiar with
the software effort for the project. The reward offered for
participation, that is, improved software cost estimating sup-
port in the future, is less tangible for this approach. There-
tore, the follow-up activity must be even greater than with
the first approach. Since the data sources at the program
office are limited primarily to the existing data reporting
items, the program office contact must interdact extensively
with the development contractor, cspecially for personnel char-

woteristic and manpower utilization data.

Method 3 1s dependent on the quality and completeness
ol documentation available tor a project, Since the analyst
performing the data extraction is not usually tamiliar with the
program, the process can be very time consuming 4and not all ot
the data elements required are available in the documentation.
Theretore, additional eftfort was required to obtain missing

data trom the program office or the software developer.
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All three approaches were used on this effort, although
not with the same emphasis. The majority of the data was ob-
tained through the defense contractors, because they have more
direct daccess to the data, minimizing the potential for errors
and misinterpretation. Table 3.2-1 summarizes each approach
with its prerequisites, advantages and disadvantages based on

the results of this effort.

3.3 DATA BASE MAINTENANCE AND GROWTH

The data collected urder this effort is documented in
Volume 11 of this report. Although it provides a solid basis
for initial analysis and model calibration, the continued evo-
lution of the software development process and the need for
additional data points to permit more narrow definition of
homogeneous groups requires a dynamic data base. Opportunities
currently exist for immediate additions to the data base; how-
ever, they must be supplemented with a mechanism for regular

data collection during the system acquisition process.
3.3.1 Data Collection Methodology

There are four methods that can be employed for adding

projects to the data base created under this initial effort:

° Use the final version of the data collec-
tion package developed under this effort
"as is" (Appendix B)

' Create a 1ormal bata lrem Description
(DIDY  fron the collection package
developed under this etfort

. Formally modify existing or planned data
item descriptions to include the data
¢lements specified in the data base design
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° Prepare instructions to be used for tailor-
ing existing data items to report data
specified in the data base design.

The ftirst method is appropriate for collecting data to derive
the input parameters for the cost models used to develop an
estimate or to support a source selection and to add completed
projects to the data base. This collection package serves as
a replacement for ASD Form 16%a, since it includes not only
the data collected on that form, but also additional data for
cost models which are not covered by Form 169a. The last three
methods are applicable for collecting data on new projects for

the data base or for monitoring performance on those projects.

Implementation of the first two methods 1s based on
the final version of the formats resulting from the fteedback
from the initial collection effort. If the formats are not
going to be used as formal contract data requirement list (CDRL)
items, the first method is used. Local torm numbers are as-
signed and the package Is ready for usc. On the other hand, if
the formats arce going to be used as contractual deliverables,
then they must be tormally established as data items within

the required review and approval cvele.

The last two methods are ifmplemented by identifying
the specific data items that are appropriate for reporting
subsets of the data elements contained in the data collection
formats. In Kef. 35, the preliminary report for this effort,
the following list of data fteme with recommended chianges was

presented:

] Cost Performance Keports (DI-F-6000C and
DI-F-6010r o Modity, tailor tormat 1oof

the Cost Perforwance Report and the Cost

Schedule Statns Keport to show maupowen

'

data for e ol tware WRS clements or

Y,



. N fat IR AT T

It these

required

balance

format 4 of the Cost Performance Report
to show manpower by WBS rather than
functional area

Program Master Schedule (DI-A-3007 and
DI1-A-3009) - Identify specific software
development milestones at the system and
CPCl levels to be included in the schedule
submissions

System Specifications (DI-E-3101A, DI-E-
3102A and DI-E-3117) - Add a format sum-
marizing mission, functional, hardware
component, and software component data

Software Development Specification (DI-E-
3119A) - Add a format summarizing the
major software functions and the CPCls

Software Product Specification (DI-E-
3120A) - Require functional categorization
by standard category as part of the module
descriptions

Software Sizing and Timing Analysis Report
(D1-S-3581) - Require sizing information
at the module level in source lines of
code, as well as CPU memory words; incor-
porate a format identifying the hardware
configuration baseline against which the
analysis is made and include information
about expansion capability and reserve
requirements

Software Development Plan (R-DID-103) -~
Require a summary format identifying tools
and techniques to be used, development
computer characteristics and constraints,
and an experience and quality profile of
personnel assigned to the project.

changes are incorporated, most of the data elements

for

cdan

the data base will be availablie directly. The

be derived through analysis and aggregation of

detail data from the reports.
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rmal modification of the existing data items will
full review and approval cycle, while instructions

ng the data items can be implemented locally. How-

ever, since the Joint Logistics Commanders (JLC) Joint Policy

Coordinatin

process of

g Group on Computer Resource Management is in the

developing revised data item descriptions (Ref. 34)

for reporting on software projects, formal modification of

existing data items which are to be replaced by the JLC ver-

sions is not necessary. Instead, ESD should work 1o have their

requirement

s incorporated i1nto the JLC versions. Separate

action will only be required to modify the cost performance

data items.

Table 3.3-1 summarizes the recommended changes to

the JLC data item descriptions required to maintain the ESD

Softwdre Data Base.

The Program Master Schedule data item does not need

woditicatic

of detail

n; however, the appropriate milestones and levels

required for software must be specified in the con-

tract. The changes to the other data items are required in

order to 1

one projec

nsure that the data are provided consistently trom

t to another and can easily be extracted for incor-

poration into the data base. The summary formats, which are

to be added, should be standard formats with detailed instruc-

tions equivalent to those prepared under this effort. These

formats should be augmented with standard tables of keywords

for classi

this repor

fying systems, such as Table B-2 in Appendix B to

t. Table B-2 itsclf needs 1o be further refined to

include other types of systems

4.3 2

s

Additional Data Sources

ince this eftort consisted of onty an initial collec-

tion to develop a basic capability and ficld test the collection

approach,

several potential data sources which were identified
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during the study were not actively pursued. These sources can
be used to substantially increase the size of the data base in

the near term.

Although ESD program offices were used as data sources
on a limited basis, the bulk of the data was collected from
defense contractors in order to concentrate on sources to which
ESD does not have casy access. Therefore, ESD cost analysis
personnel can collect data directly from those program offices
which have ongoing or recently completed programs and were not
used as sources during this effort, for example, SPADOC, WIS,

and Berlin Radar.

In October 1983, The Aerospace Corporation completed a
software sizing survey (Ref. 28) for the Air Force Space Divi-
sion (SD) which contains size and function data for ten systews.
In addition to the sizing data, Aerospace collected many of the
same data elements that are included on the Project Summary,
CPCl Summary, and Resource Expenditure Forms developed under
this effort. Although many of the systems in the SD data basc
dare space-borne, there are similarities in complexity, relia-
bility requirements, documentation, and timing and sizing con-
straints, as well as the development environment, to many of
the embedded systems developed for ESD. A coordinated effort
with SD to collect the missing data eclements and to establish
a data sharing agreement for the future would result in sub-

stantial benefits to ESD.

Finally, there are many other organizations within the
Do who are involved in software development and are in the
process of developing software data bases. Data sharing agree-
ments with these organizations can yield additional relevant

data points for the ESD data base.
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A

4, ADVANCING THE STATE-OF-THE-ART OF SOFTWARE

COST ESTIMATION

The development of an ESD software cost data base is
only the first step necessary to enhance the software cost
estimation capability at ESD. These data can be used to fine
tune existing cost estimating techniques and to develop new

tools based on ESD experience.

4.1 DATA BASE AUTOMATION

A data base with as many distinct elements per project
as the one developed under this effort becomes very unwieldy
even when it contains a small number of projects. As the data
base grows, the update and maintenance tasks require more effort
and data retrieval becomes a tedious, time-consuming task. Man-
ual transfer of data into model calibration or model devel-
opment format can introduce errors which may invalidate the
results. Automation of the data base can eliminate many of
these problems and significantly increase the useability of

the data base.

The automated data base should have the following

capabilities:

° User friendly data entry with error
checking
) Data base editing and update
4-1
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° Automatic data base back-up

° Keyword search and retrieval

° Input file generation for statistical
packages and software cost estimating
models.

The keyword search and retrieval system coupled with the ability
to generate input files to models will minimize the resources
required to assemble homogeneous groups of data for model vali-

dation, calibration, and development.

4.2 COST MODEL VALIDATION AND CALIBRATION

Because cost models, such as PRICE-S and JS-1, are
based on specific sets of data that may not be representative
of ESD software developments, they should be validated for use
by ESD. Using the data base developed under this effort, ESD
should evaluate the COCOMO, JS-1, SLIM, and PRICE-S as predic-
tors of cost for software developments representative of ESD

experience.

Initially, the ESD data base should be compared with
the data used to develop the cost models which are to be val-
idated. The major similarities and differences should be
identified to facilitate analysis of model outputs. The input
parameters for these models are extracted from the historical
data so that the predicted cost and schedule can be compared
with the actual cost and schedule data. The results are then
analyzed to identify the cause of any anomalies and determine
the accuracy of the models. The time-phased resource expen-
diture data generated by the models should also be compared

with the historical data to determine its validity.
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If a model is found to be suitable for estimating ESD
software development cost and schedule, it is calibrated for

homogeneous subsets of the ESD data base.

4.3 ESD-UNIQUE MODEL DEVELOPMENT

The validation effort described in the previous section
may result in the identification of serious deficiencies 1In
the commercially available models. 1If the calibration feature
of the models cannot compensate for the differences between ESD
developments and the projects represented in the model data

bases, the development of a model unique to ESD is required.

Development of the model begins with a statistical
analysis of the data base to identify the best predictors of
electronics system software development costs. Selection of
model variables would concentrate on those data items that are
available to the estimator or can reasonably be predicted from
historical data. Anyone who has ever developed an estimate
is sensitive to problems of data availability to support esti-

mates.

Based on the results of the data base analysis, a
comprehensive software cost estimating model would be devel-

oped with the following features:

° Cost estimating relationships which account
for variations in software development cost
due to the characteristics and requirements
of the system, to the expected development
team profile, and to the development
environment

® Historically-based resource expenditure
profiles
L3
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™ Impact assessment of resource constraints

® Technology adjustment factor
° Sensitivity analysis mechanism
° Capability to develop confidence intervals )

for the estimate .
® Cost/schedule risk assessment

° Data base interface for size and techni-
cal definition by analogy.

With this tool, a cost estimator could take a detailed technical 8
description of a software development program, determine the o
_ software size and technical characteristics by analogy, specify

a development environment or use ESD historical environmental
characteristics, and predict a software development cost and ;
schedule. He could then perform sensitivity analysis based on .
different assumptions about the nature of the software, the \
- . _ , ~
development environment, and resource constraints. Finally, ~
since the model is specifically tailored to ESD software, he y
= would have greater confidence in the results of the analysis. &
;
A
4.4 SOFTWARE SIZING METHODOLOGY ;
.

Delivered source lines of code continues to be the

most often used metric for software cost estimating. There-
fore, the quality of an estimate can be significantly improved )
with better sizing tools. ‘3
The ESD cost data base can be used as a verification -
: tool for engineering estimates of software size: .
_ , _ )
- ° Using size ranges for categories of soft- .
ware for gross level confidence checks .
"
N
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® Using a catalog of standard software
modules for ESD product categories to
validate both the sizing and technical
completeness of the engineering estimate.

In addition to confidence checks, the data base can be used to
derive a size estimate by matching system functional require-
ments with the keyword c¢lassifications of the elements in the
data base. This analogy technique is used at the lowest level
of detail, system, CPCl, or module/unit, that the available
system definition will allow.

In order to normalize the data among different program-
ming languages and increase the effective size of the data base,
the relationship between delivered source lines of code and

size in memory words occupied can be used to develop conversion
ratios.

4.5 SOFTWARE MAINTENANCE COST MODEL

Although this data collection effort was primarily
concerned with softtware development cost estimating, some pre-
liminary research into software maintenance costl estimating
was conducted. Since software maintenance represents a sig-
nificant portion of the total life-cycle cost of a system, «

model for estimating these costs should be developed.

The following technical objectives must be achieved
vefore a model can be developed:

° Definition of the basic elements of the
software maintenance process including
the software maintenance facility, the
maintenance workload, the testing re-
quirements, the cenfiguration control
and documentation requirements
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® Identification of the potential variables
for use in modeling these basic elements
of the process

® ldentification of ESD computer system
characteristics which may be relevant to
the maintenance process

e Postulation of the relationships among
the element variables and the system
characteristics/requirements.

The above activities will form the basis for establishing the
maintenance cost data base requirements and appropriate work
breakdown structure. Following a data collection effort at Air
Force software maintenance facilities, the resulting data base
can be analyzed statistically and a model can be developed

based on the best predictor variables.
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5. SUMMARY AND_RECOMMENDATIONS

A comprehensive data collection package was developed
under this effort and refined as a result of the feedback trom
the initial data collection. In the near-term, this data col-
lection package can be used for obtaining information for cow-

pleted or ongoing projects and for cost model input parameters.

For the long-term a formalized method tor data collec-
tion is required to maintain the data base and ensure its con-
tinued usefulness. It is recommended that ESD become involved
in the current Joint Logistics Commanders effort to revise many
of the existing softwdare data i1tems and incorporale summary
data formats into those data items. While these revised data
items are in the review and approval cycle, the tailored datad
item approach should be used on software development cftorts

for which contracts will be awarded in the near-term.

In addition to the data that can be obtained for ESD
programs, the size of the data base c¢an be signiticantly
increased through data sharing arrangements with other Dol
agencices,  The Alr Force Space Division would be a good start-

g point.

The availability ot data is the crucial first step
tor oadvancing the state-of -the-art of sottware cost esUlmat 1on.,
Proure H-1 illustrates o road map tor increasing the size of
the data base and using 10 to lmprove existing lechniques, as
well as tar developing new tools.  Future ettarts <hould con-

cotitrate on:
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ACQUISITION PHASE
MAINTENANCE PHASE

DATA BASE GROWTH “ DATA BASE
ACTIVITIES AUTOMATION SOFTWARE MAINTENANCE

DATA BASE DEVELOPMENT

COST MODEL VALIDATION AND CALIBRATION '
SIZING METHODOLOGY DEVELOPMENT
SOFTWARE MAINTENANCE MODEL

' DEVELOPMENT

ESD-UNIQUE MODEL DEVELOPMENT

Figure 5-1 Software Life-Cycle Cost Estimation Road Map

Data base automation
Continued data base growth

Validation and calibration of existing
cost models

Development of an ESD-unique cost model
Development of software sizing tools

Development of a software maintenance
cost estimation model .

The potential offered by the data availability makes ESD a

lcader in the state-of-the-art of software cost estimating.
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APPENDIX A -

SOFTWARE COST MODEL/DATA COLLECTION FORMAT "

CROSS REFERENCE TABLES '

The following tables cross reference the cost model In- o

put parameters to specific items on the data collection formats !
contained in Appendix B. Many of the items can be input directly {;
into the cost models, while others are derived from several data -
items using estimator judgement. Validation and calibration :5
activities would require the same input parameters for several -
homogeneous CPCls. :
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TABLE A-1
COCOMO MODEL DATA REQUIREMENTS

- INPUT PARAMETER DATA COLLECTION FORMAT REFERENCE
Development Mode Selection Project Summary Form Items 3.1,
- 3.2, 3.7,7

CPC1 Summary Form Items 6.1A, &
Development and Target Computer
- Form Items 1.7, 1.8

Software Size CPCI Summary Form Items 8.1, 8.9
Function & Sizing Detail Form

Required Software Reliability CPCI Summary Form Item 5

- Data Base Size CPCl Summary Form Item 8.3
Product Complexity CPCI Summary Form ltem 6

- Execution Time Constraint Development and Target Computer

Data Form Ttems 1.4, 1.6, 1.9B

Main Storage Constraint Development and Target Computer
Data Form Items 1.2, 1.3, 1.5,
1.9, 1.10

Virtual Machine Volatility Development and Target Computer

Data Form Item 1.8

Computer Turnaround Time Development and Target Computer
Data Form Item 2.2

Analyst Capability CPC1 Summary Form Item 4.2
) Applications Experience CPCl Summary Form Item 4.1A

Programmer Capability CPCI Summary Form ltem 4.2
- Virtual Machine Experience CPCI Summary Form Item 4.1D

Programming Language Experience| CPCI Summary Form ltem 4.1C

Modern Programming Practices Project Summary Form ltem 4
CPCI Summary Form Item 4.1B

U'se of Software Tools Project Sunmary Form [tem 5
CPCIl Summary Form !tem 4.1E
Development and Target Computer
Data Form Item 2.8

...............................
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TABLE A-1

COCOMO MODEL DATA REQUIREMENTS (Continued)

INPUT PARAMETER

Required Development Schedule

Development Manmonths

Schedule Duration

R

L T2

A

7,

P
AN

5

A

*
a
-
»

1 »
! \.;.{'-

ECL PO C
NN
N

DATA COLLECTION FORMAT REFERENCE

1

Project Summary Form Item b
CPCI Summary Form ltem 3

For validation/calibration
Resource Expenditure Form

' For validation/calibration
i Project Summary Form [tem 6
‘ CPCT Summary Form ltem 3
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TABLE A-2
JS-1 MODEL DATA REQUIREMENTS

INPUT PARAMETERS

DATA COLLECTION FORMAT REFEKENCE

Software Size

Interactive Environment Rating

Resource Rating

Tool Quality Rating

Project Complexity Values

Response Requirements

Source Statement Type Mix

Development Factor

Special Display Requirements
Detailed Definition of
Operational Requirements

Real Time Operation

CPU Time Constraint

CPU Memory Constraint

First Software Developed
on CPU System

Concurrent ADP Hardware
Development

|
|

CPCl Summary Form Items &.1, 8.9
Function & Sizing Detail Form

Development and Target Computer
Data Form Item 2.4

Development and Target Computer
Data Form Item 2.2

Project Summary Form ltem 5
CPCI Summary Form Item 4.1E
Development and Target Computer
Data Form Item 2.8
Project Summary Form Items 3.1,
3.2, 3.3, 3.4
CPCI Summary Form
8.5, 8.6, 8.9
Development and Target Computer
Data Form Items 1.7, 1.8

I[tems 8.4,

CPCI1 Summary Form Item 8.5

CPCI Summary Form Item ¥.6

CPCI Summary Form Jtem 8.9

CPCI Summary Form Item 8.7

Project Summary Form Item &
Estimator Judgement

CPCI Summary Form Item &.5A
Development
Data Form

and Target
Item 1.11

Computer

Development and
Data Form [ten

Target
1.10

Computer

CPCI Summary Form Item 4.1D

and
Items 1

Development
Data Form

Target
VAN

Computer

1.8




TABLE A-2
JS-1 MODEL DATA REQUIREMENTS (Continued)

INPUT PARAMETERS

DATA COLLECTION

Developer Using Remote Computer

Development at Operational Site

Development Computer Different
From Target Computer

Development at Multiple Sites

First Use of Programming
Language

System Type

Documentation Type

,1[_4,____._“_‘_ [

Development and
Data Form Items

: Development and

Data Form Items

Development and
Data Form Items

Development and
Data Form Items

FORMAT REFERENCE

CPCl Summary Form

8.8
CPCI1 Summary Form Item 5
CPCI1 Summary Form Item 7

Target
2.6, 2.

Computer

7

Target
2.3, 2.

Computer
9

Target Computer
1.1, 2.1

Target
2.5, 2.

Computer
6, 2.7

ltems 4.1C,
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TABLE A-3
SLIM MODEL DATA REQUIREMENTS

INPUT PARAMETERS

DATA COLLECTION FORMAT REFERENCE

Software Size

Percent of Development
On-line/Interactive

Proportion of Development

Proportion of Development

Proportion of System Coded
in Higher Order Language

Primary Language Used

Software System Type

System Level

Target Machine Memory
Utilization

Modern Programmwing Practice
Usage

Personnel Experience

State of Technology Factor

Computer Dedicated to Effort

Computer Used for Other Work'

Proportion of Real-Time Code

CPCI1 Summary Form Items 8.1, 8.9
Function & Sizing Detail From

Development and Target Computer
Data Form Items 2.2, 2.3E

" Development and Target Computer

Data Form Item 2.9

Development and Target Computer
Data Form Item 2.9

CPC1 Summary Form Item 8.8

CPCI Summary Form Iltem 8.8

Project Summary Form Items 3.1,
3.3, 3.4

+ CPC1 Summary Form Items 2,

8.4, 8.5

Project Summary Form Items 3.1,
3.2, 3.3, 3.4

CPCI Summary Form Items 2, .9

Development and Target Computer

Data Form Items 1.2, 1.3, 1.5,
1.9A, 1.10

CPCl Summary Form ltem 8.5

Project Summary Form Item 4
CPCl Summary Form Item 4.1B

CPCIl Summary Form Items 4.1A,
4.1C, 4.1D, 4.1E, 4.2

Derived By Calibration Using
CPCI Summary Form Items 3, 8.1
Resource Expenditure Form
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TABLE A-4
PRICE-S MODEL DATA REQUIREMENTS

INPUT PARAMETERS DATA COLLECTION FORMAT REFERENCE
Project Magnitude CPCI1 Summary Form Items 8.1,
l8.8, 8.9
Function & Sizing Detail Form
Development and Target Computer

Data Form Item 1.2

Project Application CPCI Summary Form Item &.4

Level of New Design and Code | CPCl Summary From Item &.9

Resource Derived by calibration using
Project Summary Form Item &
iCPCI Summary Form Items 3, 4.1,
4.2, 8.1, 8.4, 8.8, 8.9

" Development and Target Computer
Data Form Items 1, 2.5

Utilization . Development and Target Computer
“Data Form ltems 1.2, 1.3, 1.4,
1.5, 1.6, 1.9, 1.10, 1.11

Platform v Project Summary Form Jtems 3.1,
3.2, 3.3, 3.4, 3.7
|
Complexity or Schedule . Project Summary Form ltem 8
. CPC1 Summary Form Items 3,
jé.l. 4.2
. Development and Target Computer
iData Form Items 1.7, 1.8, 2.5,
|

2.6, 2.7
New Design CPCT Summary Form ltem ¥.9
New Code . CPCT Summary Form ltem 8.9
Maximum Manloading CPCI Summary Form Items 4.3, 4.4
Mix :CPCI Summary Form Item 8.4
Interface Types g Project Summary Form Item 3.2
Interface Quantities Project Summary Form Item 3.2
A-7
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APPENDIX B
DATA COLLECTION PACKAGE

This appendix contains the ESD software cost data
base data collection package, which consists of a comprehen-
sive set of instructions containing reference tables and a

glossary. Five data collection formats are also included.
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INTRODUCTION

The obLjective of this data collection effort is to
develop a data base of software cost, schedule, sizing, and
technical information for use in cost model validation and
calibration, for software sizing, and for cost model develop-

ment.

There are five different forms used to collect the

required data:

Software Development Project Summary Data
Form - collects data at the project level to
define the project functional and technical
characteristics, the development tools and
methods available, the project schedule, the
documentation required, and the change history.
It is prepared for each project for which
data is provided.

Development and Target Computer Data Form -
collects data for each target computer (opera-
tional host) in the system and for the devel-
opment computer on which the corresponding
operational software is developed.

Computer Program Configuration Item Summary
Data - collects information at the CPCI level
to define the development schedule, the per-
sonnel characteristics and constraints, the
CPCl size and characteristics, documentation
requirements, and the failure/error history
during the development. This form is prepared
for every CPCI identified on the software
development project summary form.

Kesource Expenditure Data Form - collects
timephased manpower utilization data at the
lowest level available for the project.

ha ke 2l k. \af dal *al

.
h)

% T T A

s orr
a3 8 o

L N i A




included

Computer Program Configuration Item Function
and Sizing Data Detail Form - collects software
size, function and programming language infor-
mation at the lowest level available for each
CPCI listed on the software development project
summary data form.

Detailed instructions for completing the forms are

in the following sections. Attachment A is a glossary

of terms used in the forms. Attachment B is a recommended

work breakdown structure for software development projects.
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1. Project Name:

SOFTWARE DEVELOPMENT

PROJECT SUMMARY DATA

Date:

3. Project Description

3.1 Mission Description:

2. Development Contractor/Organization:

3.2 Major Hardware Interfaces:

3.3 Major System Functions:

3.4 Major Software Functions:

~

3.5 Number of CPCls:

3.6 CPCI Names:

3.7 System lUser:

Development Contractor

Department of Defense

4. Development Methodologies Used

4.1 Specification:

Functional Procedural

4.2 Design:
Top Down Bottom Up

Hardest First

None

’

4.4 Development :

Top Down Bottom Up

Hardest First None
4.4 Coding:
Simulating Construct
Other: e
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Other Commercial Company

Other Government Agency

English Other:

Iterative Enhancement

Other:

Iterative Enhancement

Other:
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4.5 Testing:
Top Down(stubs)

Specification Driven

Bottom Up(drivers)

Structure Driven

PR P )

Nocne  Other: E
4.6 Validation/Verification(Inspection): .
Peer Review Walk Throughs _ Proof p
None = Other:
4.7 Formalisms: f
Program Design Language(Specify): /
HIPO Charts Flowcharts Chapin Charts __ HOS N
Other: >
5. Software Development Tools Used: :
Assembler Basic Linker
Basic Monitor Batch Debug Aids
Higher Order Language Macro Assembler 1
Compiler Simple Overlay Linker
Basic Source Editor Language Independent Monitor
Basic Library Aids Basic Data Base Aids ®
Real-time or Timesharing Extended Overlay Linker )
Operating System B Database Management System
Interactive Debug Aids Simple Programming Support Library _
Interactive Source Editor Virtual Memory Operating System ®
Database Design Aid Simple Program Design Language E‘
Performance Measurement Programming Support Library With j
And Apalysis Aids Basic Configuration Management Aids ;
Set-Use Static Analyzer Control Flow Static Analyzer ,
Basic Text Editor & Manager Program Flow and Test Case Analyzer }
File Manager Full Programming Support Library Rk
Documentation System Project Control System »
Requirements Specification Extended Design Tools ?
Language and Analyze:r Automated Verification System -
Fault Report System Crosscompilers ;
Instruction Set Simulators  Display Formatters -
Data Entry Control Tools Communications Processing Tools
Conversion Aids Structured Language Tool
other: ~ Other: L B 7 - .
Other: e Other: L )
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6. Deveiopment Schedule "
W, ]
\';'
oo <, Y
Original Actual Estimated Y
s
0
Project Milestone Date Date Date -\:
Froject | e At YA et o
Contract Award o L .
System Requirements Review N _ o
System Design Review ; o . .
Preliminary Design Review . o ~
Critical Design Review e
Preliminary Qualification Test o - ~
Formal Qualification Test - o _
Start CPCI Integration Into System o B _ o
Complete CPCI Integration into System o o o _f
I‘ f.
Start Development Test & Evaluation o - A L :-.:'r-
Complete Development Test & Evaluation o o o o
Start lnitial Operational Test & Eval o o L e
Complete Initial Operational Test & Eval o L o A
Functional! Contfiguration Audit o . o :":
Phyvsical Configuration Audit o o o .::5
“
Formal Qualification Review o ) _ o «"
System Delivery L o o A
7. Documentation N
Document Title - #_of Pages ~ Est'd or Act'l "‘.
System Engineering Management Plan o o i )
Computer Program Development Plan L L o ‘~:
System Test Plan o o el
T o LY
. &
other: S - o ) o - @
.
E
Other: Y
e e e f b
L
Other: .":.r
S R .- - - I
: A
Other: . ) o A
- B - - T - - - \-g{
_ e
vy
-
-
Sa
A
AN
BAN
)
B' 7 ;*:._ /
N
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8. Software Change History

# of Changes Est'd DSLOC Est'd Manpower

Development Phase Approved Change +/- Change +/-

Preliminary Design

(Contract Award to PDR)
Detailed Design

(PDR to CDR)
Code & Debug

(CDR to Test & Integ Start)

Test & Integration

(Test & Integ Start to FQT)
System Test/T0C

(FQT to Contract End)

B-8




SOFTWARE DEVELOPMENT PROJECT SUMMARY DATA FORM INSTRUCTIONS

Item 1: Enter the name of the project and the date

on which this form is being prepared.

ltem 2: 1ldentify the company or organization which

is actually performing the software design and development.

ltem 3.1: Briefly describe the overall mission or

purpose of the system for which the software is being developed.

ITtem 3.2: ldentify the major hardware components
with which the software will interface, for example, radars,
communications equipment, sensors, other embedded computer

systems, etc.

Item 3.3: List the major functions performed by the

system.

Item 3.4: list the major functions performed by the

software.

Item 3.5: ldentify the number of Computer Prograwm

Configuration Items (CPCIs) into which the system is divided.
Iten 3.6: List the names of cach CPCI in the system.

ltem 3.7: Indicate with an X the user for whom the

system 1s being developed.

Items 4.1-4.7: JIndicate with an X all of the software
development methodologies and strategies used for each activity

on this project .
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Item 5: Indicate with an X all of the software devel-
opment tools used on this project; use the last four items to

specify other tools used which are not included in the listing.

Item b: Enter the original schedule date for each
applicable milestone (enter N/A if a milestone 1s not applic-
able). Although these milestones represent formal contractual
activities in the Department of Defense software acquisition
process, many non-defense projects will have milestones which
are equivalent to these, ¢.g., contract award Is equivalent to
project start and critical design review Is equivalent to cou-

pletion of detail design. [f the formal milestones are not

required In the project schedule, data for equivalent activities

should be used. Definitions of these milestones are provided
in Attachment A of these instructions. Unless otherwise indi-
cated, the date should reflect the activity completion date.
Where available, enter the actual date of completion tor the
milestone; for ongoing efforts, enter the current estimate for

completion of the milestone.

Item 7: Enter the number of pages for each document

listed and specify any additional documentation required for
the software at the project level. Indicate with an X in the
appropriate column whether the page count is estimated or

actual.

Ftem & Enter the number of requirements changes
which occurred during cach completed development phase, the
nel dncerease/decrease in the total system source instruction
count and the net increase/decrease in the estimated manpower

tor the software development effort.

S e u s




L oA o S S B e A P oS

2hZ
ro
s
DEVELOPMENT AND TARGET COMPUTER DATA FOKRM :,:.r
v
R
1. Targer Computer
1.1 Manutacturer: ) Model Number: )
.2 Main Memory Size 1o words: Word Stze: Bits

Tos o Maxamum Marn Memory Saze.

o4 CPY Processing Speed:

1.5 Reserve Memory Requirement: ) A
1.6 Reserve Timing Regquirement: %
1.7 Concurrent Development with Sottware:  Yes No )
o8 Virtual Machine Volatilrty:
Veryv Low o low Nominal ‘ High Very High
1.9 Percent Utitization: “51% 51-70%  71-85% 8o-95°% Ha5°,

Ao CPU Memory
B.  Execution Time
1o1o CHU Memory Constraint Evaluation:
No Memory Economy Measures Requiyred
Some Overlav tse 1 Segmentation Keguired
Extensive overlay And/Or Segmentation Required
Complex Memory Management Fconomy Measures Kequired
F.10 CPL Time Constraint kvaluation:
No Software 1s CPU Time Constrained 7
“25% ot Source Code s Time Constrarned
“50% of Source Code s Time Constrarned

“75% ot Source Code 1s Time Constrarned

12 (PCTs Hostedd on Thaw

oty

. AN
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Development Computer

2.1

2.

ro

[®

Same as Target Computer: Yes No

If No, Manufacturer: Model Number:

Difference Between Development and Target Computer:

Turnaround Time:
Low (interactive, specify): _ Nominal (<&hrs)
High (4-12hrs) Very High (>12hrs)

Percentage of Source Instructions Developed Using Each of the
Following Access Modes (Total=100%):

A. Batch %
B. Dedicated Processor %
C. Test Bed with High Priority %
D. Test Bed with Low Priority %
E. Interactive ok
F. Other: o ) i %

For Interactive Development, Indicate the Average Number of
Software Engineers/Programmers per Terminal:

Number of Development Sites

Development Site Locations:

Development Computer Location(s):

Software Development Tool Usage:

Very lLow Low Nomiral High Very High

Development Computer Resource Avarlabilaty

a_K_ & 8 _A
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DEVELOPMENT AND TARGET COMPUTER DATA FORM INSTRUCTIONS

Item 1.1: Tdentify the manutacturer of the operational
system for which this software is being developed. [f the

computer is an off-the-shelf item, enter the model number.

Item 1.2: Enter the main memory size in words and
indicate the word size in bits. For ongoing projects, this
should reflect the current configuration of the computer. For

completed projects, this entry should reflect the delivered

configuration of the computer.

Item 1.3: Enter the maximum main memory size in words
that c¢an be attained without major modification to the current

or delivered computer contiguration.

Item 1.4: Indicate the CPU processing speed in in-

structions per second.

Item 1.5 Enter the percent of [tem 1.2 which must

be left available tor expansion/growth after system delivery.

Item 1.6: Enter the percent of the total processing
time which must be left available for expansion/growth after

system delivery.

Item 1.7: Indicate with an X whether the target vir-

tual machine is being developed concurrently with the software.

Itew 1.8: Using the tollowing criteria, indicate

with an X the degree of volatility 1n the design of the virtual

machine:
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Very Low = No major changes; one minor change every
12 months

Low = Major changes every 12 months; minor changes
every month

Nominal = Major changes every 6 months; minor changes
every 2 weeks

High = Major changes every 2 months; minor changes
every week

Very High = Major changes every 2 weeks; minor changes
every 2 days

Item 1.9A: Indicate with an X the maximum percentage
of main storage used by any group of CPCls operating concur-

rently.

Item 1.9B: Indicate with an X the maximum percentage
of processing time used by any group of CPCls executing con-

currently.

Item 1.10: Indicate with an X the level of memory

conservation measures required to satisfy the reserve memory

requirement in Item 1.5.

Item 1.11: Indicate with an X the percentage ot the

software that requires special coding effort to enhance timing

performance.

Item 1.12: Enter the names of the CPCls which are

hosted in this computer.

Item 2.1: Indicate with an X whether the development

computer 1s the same as the target operational computer. If

the computers are different, identify the manufacturer and




..‘ ‘!‘ -l. .'. "
S TN DS, )
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model number of the development computer. Describe any differ-

ences between the two computers which would affect the software

development effort, e.g., different operating systems, computers,

compilers, main memory and timing constraints. Is development

of a Larget computer emulator required?

Item 2.2: Indicate with an X the average turnaround
time for the development computer. If a rating of low applies,
specify the approximate response time experienced on the system
per computing job, ¢.g., a unit test or compile.

Item 2.3: Indicate the percentage of source instruc-
tions developed using the specified access modes. Specity any

other mode used and its percentage of utilization.

Item 2.4: For terminals which are readily accessible

to members of the development team, indicate the average number

of software engineers and programmers per terminal.

Item 2.5: Enter the number of individual sites where

this software 1s being developed. Indicate any site that 1is

working as o cubeantractor to the development contractor.

[tem 2.6:  Identify the geographic location (city and

state) of each of the development sites.
ltem 2.7: Specify the location of the development
computers used to deveiop this software by each of the devel-

opment sites,

Itew 2.5 tpecify the degree to which the development

tools available within the development contractor's organization

are used in the developument of this software
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opment

ltem 2.9: Indicate the percentage of the total devel-
computer capacity that is available for work on this

project. This percentage should reflect the impact of opera-
lional

uses or other developments competing for the use of

this resource.
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COMPUTER PROGRAM CONFIGURATION ITEM SUMMARY DATA

1. CPCI Name:

2. Functional Description:

3. Schedule

3.1 Milestone Data

Original Actual
CPCI Development Milestones ~__ Date Date
Design Start o -
Preliminary Design Review o
Development Specitication Approval ~ o
Critical Design Review o o
Start Coding/Debugging e
Complete Coding/Debugging o o R
Start Informal Integration & Test o ~ o
End Informal Integration & Test ) }
Preliminary Qualification Test o o .
tormal Qualification Test ~ B
Product Specitication Approval o _ ~
Functional Contiguration Audit o B
Physical Configuration Audit . o
3.2 Schedule Acceleration/Stretchout Assessment :
Below 75Y% 75-K5% Re-1307% 131-1609%
4. Personnel
4.1 Average Lxperience
Tmao 1-4mos  4-12mos  1-3yrs

AL Application Area
B. Techniques lsed
C. Languages Used

D. Virtual Machine

L. Support Software/Tools

B-17
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4.2 Average Personnel Quality Percentile:

0-15% 16-35% 36-55%
56-75% 76-90% 90-100%
4.3 Manpower Availability: %

4.4 Peak Manloading:
- 5. Reliability Requirement:

Very Low Low Nominal High Very High

6. Complexity:

Very Low Low Nominal

High Very High Extra High
7. Quality of Specification
Very Precise Precise Imprecise

8. Size
8.1 Deliverable Lines of Source Code Excluding Documentation:

8.2 Lines of Source Code Documentation:

8.3 Data Base Size in Bytes or Characters:

- 8.4 Size Breakdown by Operation As a Percent of Item 8.1(Total = 100%):

A. Data Storage & Retrieval %
B. Online Communications I
C. Real-Time Command & Control ok
D. Interactive Operations %
£. Mathematical Operations R 4
F. String Manipulation %
G. Operating Systems %
H. Other: S . o e
. Other: S ) S

8.5 Operational Kesponse Requirements Distribution As a Percent of

Item 8.1(Total = 100%):

A. Real-Time % B. On-Line %
C. Time-Constrained % D. Non-Time Critical %
B.6 Source Statement Type Mix As a Percent ot Item 8.1(Total = 100%):
A Logical % R. Command % C. Mathemataical %
Do Data Manipulation % F. Data Declaration o %
B-1&
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8.7 Special Display Requirements:
Simple Input/Output User Friendly
Interactive

8.8 lLanguages Used as a Percent of Item 8.1(Total = 100%):
A. Language: Percentage:

B. Launguage: Percentage:

C. Language: Percentage:

[3. Language: Percentage:

Complex Requirements/Severe Impact

%
%

% of Modification

Required

Project fr of DSLOC__ Design _  Code _ Integration
- o S % % . %
o o L % % B %
o o ) % % B %
S v g ‘
Documentation
Document title o 7 ) -t ot Pages  Est'd or Act'l__

CPCI Development Specification
CPCIl Product Specifircation
Test Plan

Test Procedares

Test Report

User's Manual

Operator ' s Manual

Other:

Other:

Other:
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' 10. Software Failure History
[~ Development Phase # of Software Failures/Errors
i
Preliminary Design(Contract Award to PDR) o

! Detaiied Design(PDR to CDR) -
. Code & Debug(CPR to Test & Integ Start) _
. Test & Integration(T & [ Start to FQT) -
) System Test/I0C(FQT to Contract End)
" S

h 11. Other Factors or Characteristics: - L
- S N e
)
+
"
o
L]
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COMPUTER PROGRAM CONFIGURATION ITEM

SUMMARY DATA FORM_INSTRUCTIONS

Item 1: Enter the name of the CPClI for which this

form is being prepared.

Item 2: Enter a brief description of the major func-

tions performed by this CPCI.

Item 3.1: Enter the original schedule date for each
applicable milestone (enter N/A if a milestone is not applic-
able). It the milestones are not established for this project,
use the schedule data for equivalent activities to complete
this 1tem. Formal milestone definitions are included in Attach-
ment AL Unless otherwise indicated, the date should reflect
the activity completion date. Where available, enter the actual
date of completion for the milestone; for ongoing efforts,

enter the current estimate for completion of the milestone.

Ttem 3.2: Indicate with an X the degree of schedule
acceleration or stretchout that the original schedule dates in
iftem 3.1 represent relative to the normal time required to
develop this CPCI.  For example, 1t the specitied schedule is
24 months and the normal development time is estimated at

{0 months, the schedule acceleration/stretchout 1s 809,

Ftem 4.1 For eacho ot the five areas listed, indi-
cate the average experience at the <tart of this project of
the development personnel working on this CPCIL. [tem 401A
refers to experience witt other projects having similar tunc-
tions and interfaces., [tem 4. 1B reters to experience with the
develop ment tools and methods used on this CPCT. ftem 4.1C

reters to experience with the progpranming languages used on

K-21
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L7 this CPCI. Item 4.1D reters to experience with the development
. _ and target computer hardware, operating systems and architecture.
i Item 4.1E refers to experience with the support software and
,g automated development tools, e.g., program design languages,
b= debuggers, etc., used in the development of this CPCI.

-~

.i Item 4.2: Indicate with an X the capability of the
'i analysts and programmers who are working on this CPCI in terms
A of percentiles with respect to the overall industry population
N of programmers/designers. This rating should be based on apti-
;Z tude for programming/designing software, efficiency and thorough-
,: ness, and ability to communicate and cooperate. This rating
fr should reflect the capability of the personnel as a team rather
?’ than individuals.

? Ttem 4.3: Indicate as a percentage the degree to

" which manpower loading levels are constrained by personnel

N availability or budget limitations. An entry of &5% indicates
ﬁf that the attalnable manpower loading was 15% less *nan the

E: required level. If there are no manloading constraints,

. enter 100%.

v

"
4" £

it
]

[tem 4.4: For completed developments enter the peak

manloading level, i1.e., the largest number of software engi-

-

neers and programmers at 4 point in time, attained during the
development of this CPCI.  For ongoing developments enter the

current estimdate of the maximum manloading required.

ltem 5: Indicate with an X the level of reliability

cequired for this CPCI using the following impact criteria:

Very Low = The lwmpact of a software ftailure
is simply the inconvenicence caused by the
requirement o fix the software. Tvpical

cxamples are a demonstration prototype of a
voice typewriter or an early feasibility phase
software simulation model.

B-22
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Low = The effect of the failure is a small,
easily recoverable loss to the users. Typical

examples are a long range planning model or a
climate forecasting system.

Nominal = The effect of software failure is a
moderate loss to users, but a situation from
which one can recover without extreme penalty.
Typical examples are management information
systems or inventory control systems.

High = The effect of the software failure can
be a major financial loss or a massive human
inconvenience. Typical examples are banking
systems and electric power distribution systems.

Very High = The effect of software failure can
be the loss of human life. Examples are mili-
tary command and control systems or nuclear
reactor control systems.

Item 6: Indicate with an X the level of complexity
of this CPCI using the criteria in Table B-1 by matching the
characteristics for each type of processing performed by this
CPCIT.

Item 7: Indicate with an X the degree of precision

in the development specification using the following criteria:

Very precise = No additional analysis is
needed to develop detail design

Precise = Only minor details must be worked
out to develop detail design

Imprecise = Significant additional analysis
i1s required to develop detail design.

Item ¥.1: Enter the total deliverable lines of source
code for this CPICl. Do not include lines which are entirely

documentation, such as, comments or source instructions from
unmodified utility software. This line count should include
Job control language instructions, format statements, and data

declarations as well as logic control instructions.
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TABLE B-1
SOFTWARE COMPLEXITY CRITERIA
, DATA
TYPE CONTROL COMPUTATIONAL | DEVICE-DEPENDENT MANAGEMENT
RATING OPERATIONS OPERATI10ONS | OPERATIONS OPERATIONS
Very | Sequenced code | Evaluation of E Simple read, [ Simple arrays
low : with a few simple ex- l write state- , in main memory
g non-nested SP | pressions, e.g. ments with '
. operators: DOs l A=B+C*(D-E) ' simple formats !
| CASEs,IFTHEN- | '
ELSEs. Simple | 1
predicates \ i
Low ‘ Straightforward * Evaluation of . No cognizance

Nominal

High

nesting of SP
operators.
Mostly single
predicates

Mostly simple
nesting. Some
intermodule
control.
Decision
tables

Highly nested
SP operators
with many com-
pound predi-
cates. (Queue
and stack con-
trol.
Considerable
intermodule
control

SR

moderate level
expressions
e.g., D=SQRT

( B 2=4 cpAYC )

Use of standard’

math and sta-
tistical rou-
tines. Basic
matrix and
vector oper-
ations

Basi¢ numerical

analysis: multi:

variate
interpolation,
ordinary dif-
ferential
equations.
Basic trunca-
tion roundotf
concerns

needed of par-
ticular proc-
essor or 1/0
device charac-
teristics. 1/0
done at GET/
PUT level, no
cognizance of
overlap

1/0 processing
includes de-
vice selection
Status check-
ing and error
processing

Operations at
physical 1/0
level (physical
storage ad-
dress transla-
tions, seeks,
reads, etc.)
Optimized 1/0
overlap

Single file
subsetting
with no data
structure
changes, no
data edits,
no inter-
mediate files

Multiple input
and single file
output. Simple
structural
changes simple
edits

Special purpose
subrout ines
activated by
data stream
contents.
Complex data
restructuring
at record

level
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TABLE B-1

SOFTWARE COMPLEXITY CRITERIA (Continued)

uling with
dynamically analysis:
changing ! highly accu- |
priorities. ! rate analysis |
Microcode of noisy }
\
!
i

numerical coding, micro-

programmned
operations

level control stochastic data|

I

TYPE CONTROL { COMPUTATIONAL ! DEVICE-DEPENDENT[ HAS:E?MFNT
RATINGl OPERATIONS ? OPERATIONS OPERATIONS ’ OPERATIONS
Very Reentrant and ! Difticult but Routines for . Generalized
High recursive cod- ' structured interrupt parameter-
ing. Fixed- j numerical | diagnosis, “driven file
priority . analysis: servicing, ' structuring
interrupt I near-singular masking. routine. File
handling matrix equa- Communication building, com-
| tions, partial line handling mand processing,
| differential search
! . equations optimization
Extra E Multiple re- " Difficult and Device timing- | Highly coupled,
High | source sched- unstructured dependent dynamic rela-

tional struc-
tures.
Natural
language datla
management
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Item 8.2: Enter the total lines of source code docu-
\ mentation delivered with the source code for this CPCI.
Item 8.3: Enter the size of the aata base to be devel-

oped with this CPCl and delivered as part of the system in
bytes.

Item 8.4: Enter the percent of the deliverable lines 3
. of source code that performs each of the categories of opera-

tion defined below:

Data Storage and Retrieval - Operation of
data storage devices, data base management ,
secondary storage handling, data blocking and
deblocking, hashing techniques. Primarily
hardware oriented code.

On-line Communications - Including machine-to-
machine communications with queuing allowed. »
Timing restrictions not as severe as with

k- real-time command and control.

Real-time Command and Control - Machine-to-

machine communications under tight timing :
constraints. Queuing not practicable. Heavy )
hardware interface. Strict protocol require- ]
ments.

Interactive Operations - Real-time man/machine 3
interfaces. Human engineering considerations -
and error protection are very important. ’

Mathematical Operations - Koutine mathematical
applications with no overriding constraints.

Lo @

String Manipulation - Routine applications
) with no overriding constraints. Not oriented
towards mathematics. Typified by language
compilers, sorting, formatting, buffer manip- A
ulation, etc. -
-‘
Operating Systems - Task management. Memory
management . Heavy hardware interface. Many !
interactions. High reliability and strict “

timing requirements.,

@ Il
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quired in

Other - Specifically identify any unique opera-
tions not included in the above categories,

[tem 8.5: Indicate with an X the response mode

the operational system using the following guidelines:

Real-time - The software must complete proc-
€ssing in response to an event prior to the
occurrence of the next _vent. Arrival of the
data and the occurrence of events is not under
the control of the software and extra e¢ffort
in the design, test and implementation of the
software s required to satisfy tiwme and proc-
essing requirements.

On-line - Software in this category must re-
spond within a human compatible time frame,
usually within a few seconds. Also requires

additional development effort, but not the
extra level required tor real-time software.

Time~-constrained - Software in this category
must complete processing within a specified
time frame which is not as restrictive as
real-time or on-line requirements. Time lines
are in the order of minutes or hours: some-
times a clock time is specified for comple-
tion of processing.

Non-time Critical - There is no time constraint
for completion of processing for this category
of software.
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Item 8.6: Enter the percentage of the delivered

source code for this CPCl for each of the statement

listed using the following guidelines:

Logical - statements which control the execu-
tion sequences in the program and include
constructs such as [F-THEN-ELSE, DO WHILE, DO
UNTIL, CASE, GO TO or CALL.
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Command - statements which direct the system
software to perform specific functions or to
create the environment required to support
the software. These statements are generally
written in a language specific to the computer
hardware.

Mathematical - statements which perform compu-
tations. This category includes coded equa-
tions for algorithms, vector algebra, modeling,
index computation, etc.

Data Manipulation - statements which perform
input and output, as well as the storage,
movement and modification of data. Format

statements are also included.

Data Declaration - statements which are non-
executable and define the characteristics and
values of the data contained in the program.

ltem 8.7: Indicate with an X the level of display
interaction required for the user interface with this CPCI

using the following guidelines:

Simple Input/Output - No special considerations
or requirements implemented to enhance user
interface.

User Friendly - Special display formatting,
e.g., menus, with extensive diagnostic and
input or processing error handling capabilities.

Interactive - Advanced features such as light
pen or touch-sensitive displays for user inter-
face.

Complex Requirements/Severe lmpact - Two di-

mensional projection of solid figures, hidden
line processing in line-of-sight projections,
ecarth projections from space for weather pre-
diction and resource mapping and integrated
circuit layout.

Item 8.8: Identify the programming languages in which
this CPCI is written and indicate the percentage of the delivered

source lines coded in the language.
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b Item 8.9: Identify any previously developed code
which has been adapted for this CPCI. Include the name of the
3 project for which the code was developed and the number of
[l . . ~ .
{- delivered source lines of code (DSLOC) which were adapted.
.i Enter the percentage of the original design which was modified
and the percentage of code which was rewritten. VFinally, indi-
: cate the approximate percentage of effort required to integrate
and test the adapted software compared to the normal amount
required for a new development of a comparable size and dif-
ficulty.
]
~
—.".
L Item 9: Enter the page count for each document listed
»;f and specify any additional documentation required for this
o CPCI. Indicate with an X in the appropriate column whether
“s the page count is estimated or actual.
N
> - Item 10: Enter the number of software failures, design
e stem 1V
« errors and coding errors discovered during each of the five
e development phases.
y
.'\'._:
B [tem 11: Describe any other factors or characteristics
- of this CPCl and the development environment which affected
o the number of delivered source lines of code or the resources
e expended in the development of this CPCI. Identify any features
L . . . . .
" of this development which make it unique relative to other
- developments.
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1. Project Name:

RESOQURCE EXPENDITURE DATA

2. Latest Month of Actuals: 3.

Units of Manpower:
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RESOURCE EXPENDITURE DATA FORM INSTRUCTIONS

This form is designed to collect time-phased manpower
data for the software development project at the lowest level
of detail available. Attach a copy of the cost/work breakdown
structure used to collect manpower data for software activities

on this contract/development project.

Item 1: Enter the project name.

Item 2: Enter the latest month after contract award

or project start for which actual manpower data 1s available.
This number should reflect the months after the date for con-
tract award entered in Item 6 for the contract award milestone
on the Software Development Project Summary Data Form.

Item 3. Enter the units of measure used for the man-

power figures, that is, manhours, mandays, manmonths or manyears.

Indicate the number of hours that the unit is based on, if you

are not entering manhours.

In the top row of the table enter the nawme of the
cost/work breakdown structure element or computer program con-
figuration item for which you have manpower data.  Include any
ot the software related work breakdown structure elements in
Attachment B tor which you have data. In each of the subsequent
rows c¢nter the manpower expended during the month after contract
award indicated in the left hand column. Space is provided
tor up to tive years of data. For ongoing projects enter the
latest estimate of resource requirements for those months for

which actual data is not available.

g e



—_- _— e e e o

JOVNONVT | SA¥OM 40 #|D071S1d 40 # 2 Zmw | Zeow | IWVN LIND
m 1 O-=HMm e
ONIHWKVEO0Yd NOLLONAJ o SxEZ | S5E2 | o 31ndow
ON1Z1S oHc | SHg
(@] ] Z (T T m
(@) — 0o = Mo
|w] Q- O
m > <O > O 0
=3O - 0O
— o — |w]
(@] ™ QO zZ M
= 2 O

dWVN 0dO

TIVLAQ vIVd ONIZIS dNV

cJWVN

NOILONId WALD NOILVIAOTINOD WVULDdd ¥4LNJKOO

12d0

B-133



COMPUTER PROGRAM CONFIGUKATION ITEM

FUNCTION AND STZING DATA DETAIL FORM INSTRUCTIONS

Enter the name of the CPCl for which the information
is being furnished in the space provided. For each wmodule or
unit in the CPCl, identify computer component to which it be-
longs, the function index number from Table B-2, the module
size in delivered source lines of code and number of main mem-
ory words occupied, and the programming language used. Like-
wise, 1ndicate with an X in the appropriate c¢olumn whether the
code is reused code with little or no modification, reused code
with extensive modification, or entirely new code. If informea-
tion is not available at the module or unit level, provide It
at the next highest level available, i.e¢., CPC level. 1 the
CPCT does not use all of the intermediate levels, leave the
unused column blank. In the event that none ot the functions
in Table B-2 adequately describes a particular CPCL e¢lement,
enter a brief statement of the element function in the appro-

priate column.
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TABLE

B-2

Pertorman

SOFTWARE FUNCTION CATEGORIES
TYPE ! CATEGORY INDEX FUNCTION
Operational | Displays | 1.1 Avionics
’ S Command, Control, Communications
? 1.3 i Other
, Avionics ; 2.1 l Mission Planning
! l, 2.2 Navigation
| 2.3 Alrcraft Steering & Flight Control
} 2.4 j Sighting, Deslgnalion & Location
\ ‘ Determination
| 2.5 Weapon Delivery
i 2.6 FElectronic Countermeasures
j 2.7 1 Other
Command, ? 3.1 Network Monitoring
Control, & Py : \ Cr R
Communications 3.2 Network Control & Switching
P33 Sensor Control
i 3.4 Signal Processing
t 3.5 Message Processing
| 3.6 Message Distribution
| 3.7 j Message Logging & Retrieval
% 3.8  Data Reduction
| 3.9 L Other
Executive LAl Computer Resource Management
4.2 Computer Operator Intertace
4.3 { Other Terminal Upcrator Interts
bobs.4 l Special Device lnteit son
C4LS Other Input cr ootpas
46 | Error Haudling heooo
| AR
} 4.7 Multrcompate -
48
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TABLE B-2

SOFTWARE FUNCTION CATEGORIES (Continued) >4
TYPE CATEGORY INDEX FUNCTION ~
Operational Data Base 5.1 On-Line Retrieval & Output :;
B (Continued) i 1 5.2 On-Line Initialization & Updating ;5
| [
L 5.3 Other .
- |
Training I 6.1 Control of Exercise Sequencing -3
; ' 6.2 Operator Performance Data Collection =4
i ' 6.3 | Other N
t On-Line 7.1 System Readiness Test p
Equipment . . Y
Diagnostic 7.2 Computer Diagnostic 2
7.3 Memory Diagnostic -
7.4 Display Diagnostic g
7.5 Switch/Indicator Panel Diagnostic
|
- i 7.6 1/0 Diagnostic t
i 7.7 | Mode Diagnostic 0
| 7.8 Other 3
— i Y
Support | Operating 8.1 Computer Resource Management [
| System 8.2 Computer Operator Interface N
8.3 Terminal Operator Interface N
8.4 i Input or Output 5
N | 8.5 | Error Handling/Reconfiguration/ .
Recovery .
, 8.6 Performance Monitoring & Data ;
l Collection N
: 8.7 Other '
Equipment 9.1 Off-Line Computer Diagnostics g
Maintenance 9.9 Other ii
.i
N
A)
“
N
“
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TABLE B-2
SOFTWARE FUNCTION CATEGORIES (Continued)

oA
"-':%{'vi
EAELL

\ iy
)
2

.:'
[AS

Type Category Index | Function

".
s
o

\

Support Software 10. Higher Order Language Compiler
(Continued) Development

R |

.

NS
el d
N

10. Assembler

H.
NS

L N

10. Debugger

YAl
5
3

5 Y

10. LLoader or Editor

! 10. Other
-~ _
|

LI

P4
0

5t N

.‘-.' .

.
7
s

Off-Line
Data Base
Management

.

11. Data Base Definition

l' “ "
TSIV
AN

11. Data Base Initialization or Updating

[
P |
h Y

11. Retrieval & Output Formatting
’ 11. Data Base Restructuring

} 11. Otf-Line Data Base

! 11. Other

—

1 Design P12, Data Base Design

!

Y-t 4

12. Data Base Processor Design

12. Performance Simulation

12. Data Reduction
12. Data Analysis
12. Other

Test 13. Test Case Generation
Software 13.2 Test Case Data Recording
13. Test Data Reduction
13. Test Analysis

13. Other

H
2

Utilities 14, Media Conversions

[}
»
f(-“'n’5
P

14.2 Format Translation

{'; Y4y
8afs
)

14. ] Sort/Merge

K
W

14. Program Library Maintenance

Other
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TABLE B-2
~ SOFTWARE FUNCTION CATEGORIES (Continued) .
TYPE CATEGORY INDEX FUNCTION
Support Off-Line 15.1 Data Reduction
(Continued) Training 152 Training Analysis
15.3 Scenario Preparation
i 15.4 Other
i Project 16.1 Project Event Status Accounting
; Management 16.2 Schedule Maintenance/Projection
16.3 Financial Accounting
16.4 Software Cost Reporting
16.5 Hardware Cost Reporting
| 16.6 Software Cost Prediction
16.7 Hardware Cost Prediction
16.8 Other
Hardware 17.1 Interfacing Hardware Simulations
2?2ﬁ¥:t?2ns 17.2 Environmental Simulations
17.3 Operator Action Simulations
17.4 Other
- S
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ATTACHMENT A
GLOSSARY

Application software - software that implements the operational
capabilities of a system.

Assessment - a qualitative evaluation.

Compiler - a computer program that accepts a source program
expressed in a higher order language as input, and produces
either a machine code or assembly language representation of
the source program as output.

Code walk-through - a step-by-step, detailed examination of

source code by a small group of qualified personnel. Some-
times it is referred to as a peer review.

Computer data - basic elements of information used by the
computer hardware in responding to a computer program.

Computer program - a series of instructions or statements in a
form acceptable to an electronic computer designed to cause
the computer to execute an operation or a series of operations.

Computer software - a combination of associated programs and
computer program data definitions required to enable the com-
puter hardware to perform computational or control functions.
Note: this definition includes firmware.

Computer program component (CPC) - a design component of the
computer program design architecture made up of units and

modules implementing requirements of a computer program con-
figuration item (CPCIl).

Computer program configuration item (CPCI) - an aggregation of
computer software which satisfies an end use function and is
designated for configuration management.

Contractor - any organization under contract or tasking agree-

ment with a procuring agency to perform any part of a software
development effort.

Critical Design Review (CDR) - a review conducted for each con-
figuration item when the detail design is essentially complete
to determine if the detail design satisfies the requirements
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established in the specification and to establish the exact
interface relationships with other parts of the system.
Defense system - a system which contributes directly to the

2 combat capability of the Department of Defense.

\ Demonstration - a qualification method which relies on observ-

y able operation to establish that a requirement has or has not

g been met.

g Design walk-through - a step-by-step detailed examination of
- the design of the software by a small group of qualified
' personnel .

Development baseline - the initial approved technical documen-
tation which defines the configuration of a CPCl during the
Full-Scale Development Phase and which prescribes (1) all design
characteristics of the CPCI and (2) the selected functional
characteristics of the CPCl designated for software performance
testing. The Developmental Baseline is under the development
contractor's configuration control.

b ‘NN

Documentation - the comprehensive written description of com-
puter software in various formats and levels of detail that
clearly define its content, composition, design, performance,
. testing, and use.

Embedded c¢omputer software - software which executes on com-
puters which are (1) incorporated as integral parts, (2) dedi-
cated to or required for the direct support of, or (3) required
to upgrade or modify defense systems.

i N b W
'

Firmware - microcode (software) which resides in computer memory

that is not alterable by the computer system during prograim
excecution,

accordance with approved test plans, descriptions, and proce-
S dures after a CPCl has been integrated to validate that each
4 function of the CPCI satisfies specified software requirements
and applicable interface requirements.

Formal Qualification Test (FQT) - a formal test conducted in

Formal test - a test which is conducted in accordance with test
' procedures approved by the procuring activity, is witnessed by
K an authorized representative, and is documented in a test report
‘ for procuring agency review.

Functional Configuration Audit (FCA) - the formal examination
of functional characteristics test data for a configuration item

{ to verify that the item has achieved the performance specified

in its functional or allocated configuration identification.

B-40

. B ST WL VL S T B A
..... « .‘...._ '.'.' “. -'.-.. Ty .,\’*\- ‘h)\.. o ~_- -'\J' ‘.\¢ ‘-_ LIV, Ly

\_n\.l\ - !\ >
A N




T RTI

l'.‘v e

“neg Yab ad iaf Sk ok Sak' ok 10tk £'daatd o) 20 a'h a'h . a%d ' a%h abli‘ats’ aVh'atd ath' 82" et 42t dat Sa% 920 £ut Bt aat et Bu0 4.0 Ao (RE RNV MW VK

Higher order language - a primarily machine independent lan-
guage (of a Elgder order than assembly language) designed for
ease of expression of a class of problems or procedures by
humans.

Inspection - a qualification method which relies on visual

examination to establish that a requirement has or has not
been met.

Measurement - quantitative evaluation.

Modular - a software design characteristic which organizes the
software into limited aggregates of data and contiguous code

that perform complete functions and are, therefore, completely
understandable by themselves.

Module - a discrete, identifiable set of instructions which
are treated as an entity by the computer's operating system,
and which can be executed and tested on a stand-alone basis.
Equivalent to a unit.

Physical Configuration Audit (PCA) - the formal examination of
the "as-coded” configuration of a CPCl against its technical
documentation in order to establish the initial product con-
figuration identification.

Precompiler - a computer program which converts programming
statements which are unacceptable to the compiler into state-
ments with acceptable syntax.

Preliminary Design Review (PDR) - a review prior to the start
of the detail design process to evaluate progress and technical
adequacy of the selected design approach, to determine the
design compatibility with the performance requirements of the
CPCl development specification, and to establish the existence
and compatibility of the interfaces between the configuration
item and other elements of the system.

Preliminary Qualification Test (PQT) - a test conducted during
the integration of a CPCI to evaluate the performance of those
CPC1 functions which are critical, as determined by time-critical

or performance-critical requirements. A PQT may be either
formal or informal.

Product baseline - the final approved technical documentation
which defines the configuration of a CPCI at the completion of
software performance testing at the point where the CPCIl is
integrated into the system. The product baseline includes

final versions of all specifications and documents from pre-
ceding baselines.
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Program design language - a design tool used to facilitate the
0 translation of system functional requirements into the elements
‘ of a program design hierarchy.

, Program support library - a repository for programs and data

. used to facilitate the orderly development of software. The :
repository provides two fundamental capabilities: (1) programs
and data are stored in machine readable form for computer opera-

- tion and the identical information is stored in hard copy form
for human comprehension, and (2) the repository contains all
management data pertinent to the software development project.

A Y Y T

Software development - the engineering process and effort that
results in software, encompassing the span of time from initia-
tion of the contracted effort through delivery to and acceptance
by the procuring agency.

rolterT

a

Software error - an occurrence, or lack thereof, during the
execution of a program and attributable to the software that
¥ prevents satisfaction of the specified software requirements,
' fails to perform as designed, or performs a function not re-
quired and not desired.

Support software - all software used to aid the development,
testing and support of applications, systems, test and mainte-
nance, and trainer software.

Systems software - software that is used to maximize the use
of computer resources at the time of use. Operating systems,
executives, and data base management systems are examples of
this type of software.

il il S

o System Design Review (SDR) - a review conducted when the def-
X inition effort has proceeded to the point where system require-
. ments and the design approach are more precisely defined. The
review ensures that there is a technical understanding between
the contractor and the procuring agency on the system segments
identified in the system specification and the configuration
items identified in the CI performance specifications.

T

System Requirements Review (SRR) - a review conducted when a
. significant portion of the system functional requirements have

been established to determine the adequacy of the contractor's
, efforts in defining system requirements.

Test - a qualification method which relies on operation in an
actual or simulated environment and subsequent analysis of

data obtained during operation to establish that a requirement t
has or has not been met.
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Top-down design - a design method in which operations are de- ¥

fined in a hierarchical manner from the more general to the by

R more precise. Top-level operations are defined in relatively vl

general terms. Operations on all levels except the bottom one hih
are defined more precisely in terms of operations on the level o

immediately below.

. I

Top-down programming - the implementation of code and data in ﬁs
a sequence which proceeds from the top level of design to the 4
bottom level, continuously exercising the actual interfaces e
between program elements. -
Unit - the lowest level logical entity specified in the detailed ol
design which completely describes a non-divisible function in .
sufficient detail to allow implementing code to be produced, N
assembled or compiled, and tested independently of other units. o~
Equivalent to a module. "

Validation of computer software - the evaluation, integration, KN,
and test activities carried out at the system level to ensure N

that the finally developed system satisfies the user's require- ]
ments set down as performance and design criteria for the system. o~
™

. . . . . '-'.
Verification of computer software - the interactive process of )
determining whether the product of each step of the software e,
development process fulfills all requirements levied by the k\
previous step. 35
Y

. . o
Virtual machine - the complex of hardware and software that the 8

software being developed calls upon to accomplish its tasks. @
o
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~ SOFTWARE DEVELOPMENT PROJECT WORK BREAKDOWN STRUCTURE
)

-

::'; The following is an illustration of a recommended
e work breakdown structure for a project with both hardware and
) software elements.
B
7
‘: LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4

v
' Defense System

3 Prime Mission Equipment

:i Integration and Assembly

=

~ Hardware Subsystem or End Item 1

n Y

= _ Hardware Subsystem or End Item n

W Software Subsystem 1

. Subsystem Analysis & Design

;ﬁ Subsystem Integration & Test

iz Computer Program Configuration Item !
L3

s Computer Program Configuration item n
‘N

- -

:( _

v

¢ - -—

$ Software Subsystem n

4

I

L

w

I

Y
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%
¢
4
&
3
1
Level 1 Level 2 Level 3 Level 4 o
. (St
Support Software .
. Computer Program Configuration Item 1 g
;.
- [
Computer Program Configuration Item n !
Training .
o
Equipment N
Services :‘
Facilities .
Peculiar Support Equipment &f
Organizational o
Intermediate T
»
Depot
System Test & Evaluation E
Development Test & Evaluation ;
Operational Test & Evaluation %
Mockups L‘
Test & Evaluation Support -
Test Facilities g
System/Program Management N,
Systems Engineering 'b
Project Management y
Data "
Technical Publications .
Engineering Data
Management Data .
Support Data Ei
Data Depository ::
o
;I
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s b

- Level 1 Level 2 Level 3 Level &4
Operational/Site Activation
Contractor Technical Support
Site
B Construction

Site/Ship/Vehicle Conversion
System Assembly Installation &
Checkout on Site

Common Support Equipment
Organizational
Intermediate
Depot

Industrial Facilities
Construction/Conversion/Expansion .
Equipment Acquisition or Modernization
Maintenance

Initial Spares & Initial Repair Parts
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